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 Automatic identification system (AIS) is a vessel radio navigation 

equipment that has been determined by international maritime organization 

(IMO). Historical AIS data can be utilized for anomaly detection, trajectory 

prediction, and vessel trajectory planning. These benefits can be achieved by 

identifying the vessel's trajectory pattern through trajectory clustering. 

However, more effort is needed in trajectory clustering using AIS data due 

to their large volume and the significant number of deficiencies. In addition, 

trajectory clustering cannot be directly applied to trajectory data, which also 

applies to vessel trajectory. Therefore, we propose a trajectory clustering 

framework by combining douglas peucker (DP), longest common 

subsequence (LCSS), multi-dimensional scaling (MDS), and density-based 

spatial clustering of applications with noise (DBSCAN). Our experiments, 

carried out with AIS data for the Lombok Strait, Indonesia, showed that the 

trajectory compression with DP significantly accelerates the similarity 

measurement process. Moreover, we found that the LCSS is the optimal 

algorithm for similarity measurement of vessel trajectories based on AIS 

data. We also applied the right combination of MDS and DBSCAN in 

density-based clustering. The proposed framework can distinguish 

trajectoriess in different directions, identify the noise, and produce good 

quality clusters in relatively fast total processing time. 

Keywords: 

Automatic identification system 

Data mining 

Density-based spatial clustering 

of applications with noise 

Longest common subsequence 

Trajectory 

Vessel 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

I Made Oka Widyantara 

Department of Electrical Engineering, Faculty of Engineering, Udayana University 

Kampus Unud Road, Jimbaran, Bali, Indonesia 

Email: oka.widyantara@unud.ac.id 

 

 

1. INTRODUCTION 

The automatic identification system (AIS) is a radio navigation device that uses very high frequency 

(VHF) to transmit vessel data automatically between vessels at sea and receivers on land. Every vessel over 

300 gross tons (GT) must have an AIS signal transmitter, according to the international maritime 

organization (IMO) regulation [1]–[4]. Vessel location, speed, lane, direction, turn rate, destination, and 

expected time of arrival are among the dynamic data supplied by AIS. Static data as are vessel name, vessel 

maritime mobile service identity (MMSI ID), message identity (ID), vessel type, vessel size, and current time 

also provided. Furthermore, AIS data has the advantage of providing the highest volume of vessel position 

data with wide water area coverage [5] and commercially accessible or open-source ais data, which other 

vessel reporting systems do not have [6]. Many things may be evaluated using AIS data due to the vast 

https://creativecommons.org/licenses/by-sa/4.0/
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number of data, including traffic analysis, transportation logistics, monitoring, collisions, pollutants, oil 

spills, and fishing activity [7]. 

Based on the history of existing AIS data, data mining techniques and artificial intelligence systems 

can be utilized to identify vessel route pattern at sea. Anomaly detection, trajectory prediction, and vessel 

trajectory planning can all be done after vessel trajectory pattern has gotten [8]. Moreover, clustering can 

group vessel trajectories based on the characteristics of each trajectory. The vessel trajectory pattern, whether 

it is already or not yet known, will appear based on the clusters resulting from the AIS data clustering  

process [9]–[11]. However, more effort is needed in trajectory clustering using AIS data due to its large 

volume and usually many deficiencies, such as low data quality, irregular AIS message time intervals, and 

poor data integrity [12]. The anomalies occur because AIS messages are sent from vessels with various types, 

delivery distances, and geographical conditions. In addition, trajectory clustering cannot be directly applied 

to the trajectory data, including the vessel trajectory data from AIS. Inherently, vessel trajectories are 

different from traditional data commonly used in clustering methods [10]. Therefore, a suitable trajectory 

clustering framework is needed to generate vessel trajectory patterns using AIS data. The main steps that 

need to be carried out in AIS data trajectory clustering are data pre-processing, similarity measurement, and 

the clustering process itself. 

Data pre-processing is a crucial phase in data mining, and it also applies to vessel trajectory  

clustering [13]. The most time-consuming phase in data mining is data-preparation, which will take longer 

than the main data mining process itself. Incomplete data, noise, data without attributes, and repeating data 

are all possible to found in real-world scenarios. The length and shape of the vessel's trajectory varies greatly 

in the AIS data. Moreover, AIS data often has an abnormal trajectory pattern, which will mislead the 

algorithm used [14]. 

Trajectory similarity measurement is a determining factor in trajectory clustering [15]. The method 

used must be able to make the distance between different trajectories as far as possible and the same 

trajectory as close as possible. Based on previous research, several similarity measurement methods are 

commonly used in trajectory clustering with AIS data. Research in [16]–[18] applied hausdorff distance (HD) 

for trajectory clustering, where HD can identify the shape of the trajectory, calculates the maximum shortest 

distance value from one trajectory to another, and calculates the average value of the two maximums as 

distance. However, HD is inadequate in identifying the direction of the trajectory due to its sensitivity to 

noise [15]. HD also has shortcomings in measuring distance in dense water areas, thus giving incorrect 

cluster results [16]. Li et al. [9] applied dynamic time warping (DTW) in trajectory clustering on the bridge 

area waterway and Mississippi river. Li et al. [10] used merge distance (MD) in trajectory clustering on the 

bridge waterways. Furthermore, Li et al. [9] and Li et al. [10] conducted clustering with less varied trajectory 

data. Li et al. [10] showed that DTW and MD have the same accuracy, but DTW is superior in terms of 

processing time, because MD is a more complex algorithm. The shortcoming of DTW is that the resulting 

distance greatly affects the noise and sampling rate of the track. It is a potential challenge because the AIS 

data contains redundant vessel positions caused by the vessel sending AIS messages within the span of 3-10 

seconds [19]. 

Based on the research in [20], partition-based methods, hierarchy-based methods, density-based 

methods, grid-based methods, and model-based methods are the five categories of clustering methods.  

The following are some previous studies in the context of trajectory clustering. Partition based clustering is a 

type of clustering method in which the number or center of clusters is identified before processing is applied.  

K-means and K-medoids are representations of partition-based methods. Li et al. [9] utilized K-means as a 

vessel trajectory clustering method using AIS data. Furthermore, principal component analysis (PCA) is used 

to find the value of k in the same research. Zhen et al. [17] used K-medoids as a clustering method which 

will later be classified to detect anomalies. However, both methods cannot automatically detect noise. 

Density based is a clustering method based on point density. Density-based spatial clustering of applications 

with noise (DBSCAN) is the most frequently used density-based method. Research in [10], [16], [21], used 

DBSCAN in the vessel trajectory clustering process, where it can automatically search for the number of 

clusters based on density. DBSCAN can group clusters with irregular shapes and discover noise 

automatically and effectively [10]. 

In this study, DBSCAN was chosen as the algorithm for trajectory clustering. DBSCAN is an 

unsupervised clustering algorithm that does not need the specification of the number of clusters at the  

beginning [22]. DBSCAN with epsilon (Eps) concept is highly dependent on spatial density. However, 

DBSCAN has a "curse of dimensionality" problem [23]–[25] and to overcome this, our study applies 

dimensional reduction with the multi-dimensional scaling (MDS) algorithm. MDS is used to reduce the 

dimensions of the similarity matrix into relative position data which is a low-dimensional representation of 

the similarity matrix. The MDS data will be utilized and injected into the DBSCAN while the distance from 

the MDS data will be used to find the optimal epsilon parameter. Furthermore, the similarity measurement 
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stage uses the longest common subsequence (LCSS) algorithm. LCSS was chosen because it has less effect 

on noise and different trajectory lengths while can also detect the direction of the trajectory [26]. Douglas 

peucker (DP) algorithm is proposed at the pre-processing stage to speed up the similarity measurement 

process. By combining those algorithms into a framework proposed in this study, we can perform trajectory 

clustering with a good quality and speed from a collection of vessel trajectories based on complex and 

diverse AIS data, so that the cluster results can be used as a basis for anomaly detection, trajectory prediction, 

and vessel trajectory planning. 

This study uses AIS data in the waters of the Lombok Strait which has the third highest shipping 

traffic density in Indonesia [27]. The firts stage of the proposed framework are the cleaning of data and the 

translation of the AIS coordinate data rows into trajectory data. The next stage is to remove unnecessary 

coordinate points from the vessel's trajectory using DP while also measuring the similarity between existing 

vessel trajectories using LCSS. The next stage is to change the trajectory similarity distance data from the 

similarity matrix into spatial points using MDS, and finally to conduct the clustering using DBSCAN. To 

evaluate the quality of the resulting cluster, a comparison is made between the proposed algorithm and some 

benchmark algorithms, based on the total time and cluster quality measurements using the silhouette 

coefficient (SC) method. 

 

 

2. METHOD  

Figure 1 shows an overview of the proposed framework. It starts with raw AIS data containing row 

coordinates and vessel information based on time. It follows by several processes. The first stage is 

preprocessing, which includes data cleaning and converting it into vessel trajectory data and then proceed 

with trajectory compression. Furthermore, each trajectory which is a combination of several coordinates is 

simplified using DP. After simplifying the trajectory, each trajectory will be measured using LCSS to find the 

similarity distance between the trajectories. Then, the results of the distance matrix from DTW need to go 

through a dimension reduction process using MDS to convert three-dimensional (3D) data into two- 

dimensional (2D) spatial before proceeding to the clustering stage using DBSCAN. 

 

 

 
 

Figure 1. Method overview 

 

 

2.1.  Data preprocessing 

Preprocessing is the first step to overcome the problem of AIS data deficiency and make the data 

ready to be used in trajectory clustering. Base on [13], there are three stages in trajectory clustering 

preprocessing, there ara cleaning, extraction and compression. At the data cleaning stage, course over ground 

(COG) and speed over ground (SOG) selections are made. Abnormal data that indicate the vessel is not 

moving are also eliminated. The SOG selection will also affect the results of the trajectory extraction at a 

next stage, because it creates a bigger time gap. 

Because a vessel can have many trajectories, trajectory extraction cannot be done simply by 

grouping the vessel's position with MMSI. Therefore, at trajectory extraction phase we trim the trajectory of 

each MMSI. Referring to research in [18], trajectory trimming is done by measuring the period between 
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trajectories using time threshold. MMSI markers such as 26XXX591 have been replaced by new markers 

such as 26XXX591-1, 26XXX591-2, and so on, indicating that the data is a single trajectory unit. 

The number of points owned by each vessel's trajectory will make the similarity measure process 

take a long time. To overcome this, trajectory compression can be done by eliminate the redundant 

coordinate points without losing the trjectorie's original shape. The algorithm used in the trajectory 

compression process is the DP algorithm. Due its accuracy and speed, the DP algorithm is widely used in 

compression of trajectories or moving point objects [28]. 

 

2.2.  Similarity measurement with LCSS 

The measurement of the similarity distance between all trajectories is carried out after performing 

trajectory compression. LCSS is a well-known method for measuring text similarity, while in the context of 

trajectory similarity measurement, LCSS can solve the noise problem in trajectory [26]. The main idea of 

LCSS is to calculate Euclidean distances from several points within two trajectoriess in turn. To solve that, 

LCSS requires threshold parameters 𝜖. When measuring the distance of trajectory, A and B. LCSS consider 

𝑎𝑖(𝑎𝑖 ∈ 𝐴) and 𝑏𝑗(𝑏𝑗 ∈ 𝐵) is similar if the distance between the trajectories is less than 𝜖 and LCSS will 

ignore some points from A and B if the distance of the points exceeds 𝜖. 

 

2.3.  Dimensional scaling with MDS 

After acquiring the distance matrix using LCSS, dimension reduction is carried out to represent 3D 

data into 2D spatial data. MDS is a dimension reduction approach that preserves an object's core information 

while converting multidimensional data into a lower-dimensional space. The primary reason for utilizing 

MDS is to obtain a graphical representation of the data, making it easier to comprehend. There are some 

other dimensionality reduction techniques such as PCA, factor analysis, and isomaps. However, MDS is the 

most popular among these techniques due to its simplicity and various application areas [29]. MDS analysis 

to find spatial maps for objects is based on similarity or difference information between those objects. 

 

2.4.  Clustering with DBSCAN 

Following the conversion of the distance matrix into spatial data, clustering is conducted with 

DBSCAN. The measurement of distance with DBSCAN spatial data can be done by calculating the 

Euclidean distance. Moreover, the DBSCAN algorithm is used to identify clusters and noise with the 

specified parameters Eps and minimum points (MinPts). After completing the clustering process, the cluster 

labels will be visualized back to each trajectory. DBSCAN is also a density-based clustering algorithm, 

which scans for a high-density data set to serve as a cluster. DBSCAN does not estimate the density between 

points for efficiency reasons. Within a radius of the core point, all neighbors are regarded to be part of the 

same cluster as the core point [30]. The cluster shape generated by DBSCAN is density-dependent, and it is 

possible to generate arbitrary cluster shapes [31]. A cluster in DBSCAN is defined as the maximum data set 

connected within that density (density-connected). Membership of each profile is calculated based on the 

distance formula. Moreover, DBSCAN is considered an unsupervised clustering algorithm because the 

number of clusters generated is determined by the shape of the data distribution itself, not initialized at the 

beginning. 

 

 

3. RESULTS AND DISCUSSION  

This study uses datasets from terrestrial AIS receivers at Udayana University. The dataset used has 

640,527 rows. Based on MMSI we found 437 vessels. The other attributes of the AIS data used in this study 

are timestamp, MMSI, latitude, longitude, SOG and COG. The experiment was carried out using M1 

Macbook Air. Table 1 is details of the research instrument specifications. 

 

 

Table 1. Research instrument 
Item Configuration 

Number of rows 640,527 
Number of vessel (MMSI) 437 

AIS dataset Udayana University terrestrial AIS receiver. Scope from latitude. -8.2 to longitude 116 

Dataset stored at MySQL 8 and .npy file format 
Programing language Python 3.8 with scikit-learn 

Hardware spec. 

8 Core Apple M1 CPU; 

8GB LPDDR4X-4266 MHz SDRAM; 
512GB NVMe SSD 
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3.1.  Data preprocessing 

There are three steps in the preprocessing stage. Figure 2 visually shows the change of data at each 

preprocessing step. The first step is the data cleaning, where abnormal data such as empty vessel position 

attributes, COG values outside 0-360, and out-of-range vessels positions are eliminated. In this study, we aim 

to identify the trajectory. Therefore, the data with a SOG value below 1.5 will also be eliminated because it 

shows a vessel is not moving. 

The second step is to perform trajectory extraction. After the extraction, it is still necessary to 

perform data elimination for trajectories that only have a few rows. The data cleaning and trajectory 

extraction process succeeded in reducing the initial data in Figure 2 (a), which has 640,527 rows and 437 

vessels, to Figure 2 (b), which has 127,144 rows and 231 vessels with 405 vessel trajectories. 

The last step is to implement the DP algorithm to to compress each trajectory. The epsilon 

configuration used is 0.001, which is 111m. Figure 2 (c) shows that the number of rows of data can be 

reduced to 4,225. Visually, the shape of the trajectories maintains the same characteristics as the trajectories 

before compression. Table 2 shows the breakdown of data changes from the data preprocessing stages. 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 2. Data preprocessing step from (a) raw AIS data, (b) clean and extracted trajectories and (c) 

compressed trajectories 

 

 

Table 2. Data preprocessing result 
 RAW Clean Compressed 

Number of rows 640,527 127,144 4,225 

Number of vessel (MMSI) 437 231 231 
Number of trajectories - 405 405 

 

 

3.2.  Similarity measurement with LCSS 

The LCSS algorithm is applied to measure the similarity distance between all trajectories in the 

similarity measurement stage with threshold parameter 0.1. The measured trajectories are trajectories that 
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have been compressed with the DP algorithm. The process to get the distance matrix took 19.414s.  

Figure 3 (a) is a 2D view of the distance matrix where the x-axis and y-axis are the vessel's trajectory.  

Figure 3 (a) shows the characteristics of the distance between trajectories. If the distance is close to 0, it is 

marked with a dark color indicating the similarity of the trajectory characteristics. On the other hand, if the 

value is greater than 0, it is marked with a light color to show differences between trajectories.  

In Figure 3 (b), the x-axis is the distance value, and the y-axis is the frequency of the number of passes. 

Figure 3 (b) also shows the number of similarities between the trajectories for each existing distance value. 

 

 

  
(a) (b) 

 

Figure 3. Similarity measurement between all trajectories (a) 2D image from distance matrix and (b) 

statistical histogram of all distance 

 

 

3.3.  Dimensional reduction with MDS 

In the dimensional reduction process, the MDS algorithm converts the distance matrix from 3D data 

into 2D spatial data. The 2D distance matrix in Figure 3 (a) is 3D data where the x-axis and y-axis are 

trajectories labels. The z-axis is the value of the distance between trajectories. Figure 4 is the result of the 

MDS, which represents the data into 2D spatial data. 

 

 

 
 

Figure 4. Dimensional reduction MDS spatial representation 

 

 

3.4.  Clustering with DBSCAN 

The clustering stage uses the DBSCAN algorithm. The configuration used is Eps=0.088 and 

MinPts=9. The data exploited in the clustering process is the spatial data from the MDS in Figure 4, while the 

obtained result from clustering is shown in Figure 5 (a). The clustering results are then mapped to each 

trajectory, as shown in Figure 5 (b). Every color shows the trajectories cluster, except the colored black 

representing noise, where the black trajectories do not fit into any cluster. 
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(a) 

 

 
(b) 

 

Figure 5. Clustering result of (a) MDS representation and (b) trajectories labeled by cluster 

 

 

3.5.  Visualization of clustering result 

The clustering results using the proposed clustering framework achieved an SC score of 0.533. 

Thus, the number of successfully generated clusters are 6, while 57 trajectories were found to be noise.  

The number of trajectories in each cluster can be seen in Table 3. 

Each vessels trajectories clusters can be seen in figure 6. The clusters in Figures 6 (a) and 6 (b) show 

the trajectories that pass through the traffic separation scheme (TSS) in the Lombok Strait. Figure 6 (a) shows 

vessel traffic moving from south to north, and Figure 6 (b) shows the opposite direction. Figure 6 (c) is the 

vessel's trajectory from western Indonesia to Lombok. Figures 6 (d) and 6 (e) show the crossing routes that 

pass through the TSS on Lombok Strait. Figure 6 (d) illustrates the trajectory of vessels going from Lombok 

to Karangasem Bali, and Figure 6 (e) is for the opposite direction. Figure 6 (f) is the vessel's trajectory from 

Lombok to western Indonesia. Those figures indicate that the proposed LCSS clustering framework has 

succeeded in distinguishing trajectories that have different directions even though they have a similar 

trajectory shape visually. 

 

 

Table 3. Trajectories in cluster result 
No. Cluster Number of trajectories 

a 1st Cluster 100 

b 2nd Cluster 77 
c 3rd Cluster 27 

d 4th Cluster 88 

e 5th Cluster 35 
f 6th Cluster 21 

g noise 57 
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(a) (b) 

  

  
(c) (d) 

  

  
(e) (f) 

 

Figure 6. Vessel trajectory cluster of (a) Lombok Strait TSS south to north and (b) is the opposite; (c) 

Western Indonesia to Lombok; (d) Lombok to Karangasem and (e) is the opposite; and (f) Lombok to 

Western Indonesia 

 

 

Figure 7 shows the visual trajectories that are included in the noise cluster. Trajectories that are included 

in the noise cluster are shorter in length in comparison to trajectories of vessels from southern Bali to northern Bali 

or vice versa. Those trajectories might be categorized as noise because the amount of data is very small. 

 

3.6.  Comparison with different algorithms 

Here we provide the comparison of three similarity measurement algorithms, namely DTW, LCSS, 

and HD. Each algorithm uses the same compressed trajectory data. Three clustering algorithms were also 

compared, namely DBSCAN K-means and K-medoids. Table 4 shows the comparative description of each 
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method. As shown in Table 4, the clustering process using the HD algorithm is the fastest, with only 18,465s. 

However, the HD algorithm cannot distinguish trajectories in the opposite direction because it only measures 

the trajectory distance based on the shape of the trajectory. DTW takes the longest time with a total clustering 

time of 34,886s. DTW is very affected by abnormal AIS trajectory data, so it cannot provide optimal distance 

between trajectories. The results of clustering with DTW get the lowest SC score, which is 0.135.  

The similarity measurement algorithm that can distinguish the direction of the trajectory with a high SC score 

is LCSS with a total clustering time of 23,468s. The comparison of clustering algorithms is carried out using 

the results of the most optimal similarity matrix in the previous comparison, namely LCSS. The parameters 

used in each algorithm are the parameters with the highest SC score. The K-means and K-medoids 

algorithms cannot identify the noise. Both algorithms get a high SC score while recognizing 4 clusters. 

LCSS+DBSCAN is the only one that can recognize noise, getting 6 clusters with an SC score of 0.533.  

This comparison shows that the framework with the proposed combination of algorithms can solve the 

problem of similarity measurement to noisy AIS data. The proposed framework can also distinguish the 

direction of the trajectory with a relatively fast total clustering time. 

 

 

 
 

Figure 7. Trajectory noise 

 

 

Table 4. Comparison results of different algorithms 

No. 
Proposed method 

LCSS+DBSCAN 

DTW+DBSCAN 

[9] 
HD+DBSCAN [16] LCSS+K-means LCSS+K-medoids 

Opposite course Yes Yes No Yes Yes 
Detect noise Yes Yes Yes No No 

SC score 0.533 0.135 0.498 0.638 0.635 

N cluster 6 6 6 4 4 
Total time 23,468s 34,886s 18,465s 23,474s 23,472s 

 

 

4. CONCLUSION 

Trajectory clustering based on AIS data requires well-structured preprocessing steps due to the 

existence of some abnormal data. Moreover, the trajectory cannot be directly clustered with the clustering 

algorithm alone. Therefore, we propose a framework that combines several algorithms that can process AIS 

data from scratch to generate clusters. The main contribution of the proposed framework is a well-structured 

combination of algorithms in preprocessing, similarity measurement, and clustering to construct good quality 

clusters while minimizing total processing time. Our experiment shows that similarity measurement is the 

process that takes the longest time, and the chosen trajectory compression with DP significantly accelerates 

the process. We also observed that the LCSS algorithm is the optimal algorithm in similarity measurement of 

vessel trajectories based on AIS data. Furthermore, we found the right combination of MDS and DBSCAN 

for density-based clustering. The comparison in similarity measurement with DTW and HD, and the 

comparison of clustering with K-means and K-medoids show the performance advantage of the framework 

with the proposed combination of algorithms. Moreover, the proposed framework can distinguish trajectories 

in different directions, identify the noise, and produce clusters of good quality with relatively fast total 

processing time. However, the proposed framework still requires parameter determination for the DP, LCSS, 

and DBSCAN algorithms. Therefore, our future work will focus on investigating a parameter-free trajectory 

clustering framework for AIS data. 
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ABSTRACT

Recently, as society continues to age, automation of watching elderly people who live
apart from their families has been gradually expected. However, we must prevent them
from losing their purpose in life, which declines due to lack of communication. Thus,
a chat dialog system has attracted widespread attention as a method that achieves both
problems: keeping their purpose in life and watching their daily lives. Unlike a task-
oriented dialog system, a chat dialog system has explicitly no task to accomplish and
makes a conversation to continue communication with the users. Keeping a conver-
sation is essential for elderly people who are mostly unfamiliar with digital devices.
Moreover, conversing daily on the chat dialog system provides the opportunity to col-
lect information for their care. This study realizes an information-gathering dialog
system, a chat dialog system that collects healthcare information of elderly people.
Furthermore, we use the nonverbal acoustic features from their speech, since auto-
matic speech recognition is not necessarily accurate in current systems. This paper
illustrates the effectiveness of two important elements, topic change for keeping the
talking user motivated with the dialog system and motivation estimation, for attaining
an information-gathering dialog system using nonverbal acoustic features.
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1. INTRODUCTION
Recently, society of many developed countries has noticed an increased aging population, leading

to the automation of watching elderly people who live apart from their families [1], [2]. These elderly peo-
ple living away from their families lack communication and eventually lose something to live for. To solve
this problem, a chat dialog system has attracted widespread attention as a method for keeping their purpose
in life and watching their daily lives [3], [4]. By having the elderly people talk with the chat dialog system
daily, the system helps increase chances of communication and obtain the necessary information for monitor-
ing the elderly people by asking important and timely questions. Studies over the years have reported meth-
ods for gathering information from users through dialog systems. In information-gathering dialog systems,
Kobayashi et al. [3] highlighted the difficulty for users to answer questions if the dialog system sequentially
asks questions to be answered without considering the context of the dialog. They proposed a method using the
chain structure of dialogs, which gradually shifts dialog topics to follow the dialog context and ask the ques-
tions to be answered. Such a topic shifting is called topic induction. Nagasaka et al. [5] used WordNet to build
a topic induction model that shifts a current topic to the specified one in chat dialogs, to automate questions on
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dementia in chat dialogs with elderly people. Yoshito et al. [6] aimed to build an active information-gathering
dialog system, and created a model that determines the user’s intention to end the dialog from nonverbal acous-
tic information to avoid the system asking persistent questions. Ishihara et al. [7] performed the interviewee’s
dialog willingness estimation to calculate questioning strategies in real-time for an information-gathering dia-
log robot. Previously, studies have considered dialog management, including topic induction algorithms, using
features based mainly on linguistic information. Meguro et al. [8] have employed partially observable markov
decision process (POMDP), which is a statistical dialog management method that sets rewards for actions in a
probabilistically determined state transition structure, and executes actions that maximize the rewards that can
be obtained in the future. Lison [9] have developed a dialog system that combines statistical dialog manage-
ment and rule-based dialog management, which is available as an open source software [10]. However, it has
not been sufficiently studied on appropriate timing and destination of topic induction considering nonverbal
acoustic information.

However, simply talking without any consideration does not automate monitoring. For example, ask-
ing many questions to collect a lot of information ends up like a questionnaire session with a chat dialog system,
which would not be appreciated by the elderly. On the other hand, by pursuing only the naturalness of the dia-
log, the system fails to ask the questions required of a monitoring chat dialog system. Additionally, one major
challenge is topic transition. In information-gathering dialogs, the problem is reflected in how to efficiently
move from the current topic to a new topic for the system to talk about. Humans recognize mental distances
between topics in conversations, and feel uncomfortable when conversation suddenly moves to a distant topic
or stays on near topics for so long. To solve these problems, estimating the user’s talking motivation on the
current topic is essential. By understanding the user’s talking motivation, the system decides when to ask ap-
propriate questions and which topic to move to. To make users continue talking with dialog systems daily,
appropriately switching topics to talk is necessary. To achieve this, the dialog system judges whether it changes
the current topic according to user’s talking motivation or topic interest. Yokoyama et al. [11] developed a chat
dialog system that switches the system’s role to “listener” and “speaker” depending on the user’s interest.

Previous studies on estimating users’ talking motivation have used facial images, voice, and linguis-
tic information of the user. Schuller et al. [12] studied to estimate the user’s interest in current topics from
multimodal information of facial expressions, nonverbal acoustic information, and verbal information obtained
from a single speech of the user. Chiba et al. [13] automatically estimated talking motivation from multimodal
information to build an interview dialog system. Saito et al. [14] estimated users’ attitudes toward dialog from
multimodal information in dialog data with dementia patients. Many previous studies have estimated the user’s
talking motivation using multimodal information. However, when one uses the dialog system, simultaneously
capturing the user’s facial expressions with cameras or performing complete speech recognition to acquire
linguistic information is difficult. Since the dialog state changes gradually through multiple turns, efficiently
learning the information of multiple turns is necessary. In dialog-state tracking challenge (DSTC) [15], a shared
task that analyzes dialog using information from multiple turns, methods using recurrent neural network (RNN)
has shown high performance [16]. In these methods, using the linguistic information of the user’s speech as
input, the probability distribution of tasks, user’s requests, and so on are estimated as dialog states. A dialog-
state tracking method using long short term memory (LSTM), which improves the drawback of RNNs with
difficulty storing long-term information, has been proposed [17]. We consider that the dialog-state tracking is
very similar to the task of measuring user’s talking motivation, since the motivation can be regarded as a kind
of dialog states. We apply this dialog-state tracking method to track the user’s talking motivation using RNN
with nonverbal acoustic information as the user input.

In this study, we experiment by measuring the degree of user satisfaction when the Wizard of Oz
system [18], [19] switches topics according to the user’s estimated talking motivation with the current topic.
In addition, we focus on introducing nonverbal acoustic information for estimating the talking motivation. In
human-human dialog, various nonverbal information such as prosody and facial expressions is also frequently
used. Hence, such information has been considered important as an input to the dialog system [20], [21]. We
analyze the relationship between nonverbal acoustic information and the talking motivation to be estimated.

2. THE PROPOSED METHOD
To collect information from users by asking questions during a chat dialog, question timing and topic

transition must be adjusted appropriately. This section proposes two hypotheses about topic induction from the
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topic space model. This section also verifies them using the Wizard of Oz.

2.1. Modeling of the topic space
We describe the topic space model proposed for realizing a dialog system with topic induction. Sup-

pose the dialog system suddenly switches from the current topic to a mentally distant topic, the user will feel
that the system skips from topic to topic. However, if the system repeatedly talks about similar topics, the user
gets bored and the satisfaction of the dialog decreases. For a user to enjoy a chatting dialog system for a long
time, the system must switch to distant or near topics at the right time. Therefore, it is important to model the
topic space representing the mental distance among topics.

We model the topic space with a two-dimensional undirected graph structure reflecting mental distance
among topics referring to Nagasaka et al.’s work [5]. Figure 1 shows an example of modeling the topic space.
Each node represents a topic, and topics connected by an edge are mutually transitable. The length of an edge
represents the mental distance between the topics. For users to feel naturally induced by these topics, gradually
moving from the current topic to the goal topic in the topic space is essential.

Figure 1. Example of modeling a topic space

Here, we model the topic space using WordNet [22] and Word2vec [23]. WordNet is a tree represen-
tation of the conceptual structure of words. Furthermore, the WordNet-based distance between concepts can
be obtained by following the shortest path between nodes in the tree. suppose the distance between concepts is
roughly consistent with the human mental scale. Then, we can apply this to the topic space model. Word2vec is
a model representing words as vectors and obtains the similarity between two words by calculating the cosine
of their vectors. The cosine similarity is negatively correlated with the mental distance between two words and
can be used for a topic space. The Word2vec-based distance is the value of subtracting the Word2vec similarity
between the keywords that indicate the topic from 1. We used Japanese Wikipedia as a training corpus to obtain
word vectors by Word2vec.

2.2. Topic induction and user satisfaction
The straightforward way to obtain the required information is to directly ask questions about the in-

formation. However, as Kobayashi et al. [3] stated, this reduces user satisfaction. Therefore, to simultaneously
maximize both user satisfaction and the amount of information obtained by the dialog system, we find the time
at which user satisfaction does not decrease even if the topic is changed to ones the user asks a question about
once. We formulated the following hypothesis about topic induction, referring to human interaction.

Hypothesis 1 When the user’s talking motivation with the current topic is low, switching to a distant topic
does not decrease the user’s satisfaction.

In human-human conversation, if the person we talk to seems to enjoy the current topic, we delve deeper into
the topic, otherwise, we change the topic to a different one to explore the person’s talking motivation. If the
same dialog strategy can be used for dialog systems, it would be possible to continue dialog without lowering
user motivation by choosing topics close in the conceptual distance when the user’s motivation for dialog is
high and switching to farther topics otherwise. Also, we consider another hypothesis:

Hypothesis 2 The user’s talking motivation is correlated with features of nonverbal acoustic information, such
as loudness and length of the user’s speech.
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This is also supported by human-human conversation; loud voice and/or long speech of the person can indi-
cate more motivation to talk about the current topic, whereas smaller voice and/or shorter replies show little
motivation. Also, we estimate the user’s talking motivation from features of nonverbal acoustic information.

3. METHOD
Our proposed model is based on two hypotheses described in the previous section. Here, we verify

these hypotheses and the effectiveness of our topic induction strategy for collecting information by two exper-
iments. One is estimating user’s talking motivation, and the other is topic switching Wizard of Oz experiment
for analyzing the talking motivation, topic distance, and user satisfaction.

3.1. Experiment 1: estimating user’s talking motivation
First, we focus on showing the appropriateness of the hypothesis 2. To analyze and estimate users’

talking motivation, we collected spoken dialog data with recorded talking motivation at each turn. The user
talks with the dialog system through the microphone of the smartphone. The voice during the dialog is recorded
using the microphone of a smartphone with a sampling frequency of 16 kHz and a quantization bit of 16 bits.
Following the previous study [3], the system talks only one topic in one session and takes 20 turns as either a
listener or a speaker. The system as a listener only asks questions to the user, and the system as a speaker only
discloses itself to the user. The system employed the use of fixed scenarios based on fixed topics for speech,
and no questions from the user were allowed. The user records his/her current talking motivation on a 7-point
scale from −3 to 3 for each turn during the dialog. The first turn of the dialog is set to 3 because we assume
that the user actively begins to talk with the dialog system. Five-topic scenarios were prepared for the system
to talk about including computers, cooking, fashion, travel, and music. This follows the literature in [13] so
that the level of users’ interests would be distributed. The change in talking motivation depends on the level of
interest in the topic. Therefore, the user’s level of interest was recorded in each topic on a 5-point scale from
−2 to 2 upon completing the dialog. To conduct each session independently, one session was held per day, and
six subjects were asked to talk with the dialog system at home for ten days. From this experiment, audio data
were obtained from 60 sessions with six subjects acting as listeners and speakers, respectively, for five topics.

3.2. Experiment 2: talking motivation and user satisfaction
To analyze the relationship between the user’s talking motivation and the conceptual distance between

topics, we conducted a Wizard of Oz dialog experiment with the topic switched according to the user’s motiva-
tion for dialog. During the dialog, subjects inputted their motivation to talk about the current topic at each turn
of the dialog in 11 levels: 0, 10, 20, ..., 100. The greater value showed higher motivation. The Wizard switched
the topic every four turns according to users’ talking motivation. Thus, for the two dialog sessions, each with a
10 min duration, the experiment for each of the 10 subjects is as:

− Session A: a session in which the system chooses a distant topic when the user’s talking interest is 50 or
more, and a closer topic otherwise.

− Session B :a session in which the system chooses a closer topic when the user’s talking interest is 50 or
more, and a distant topic otherwise.

The distance between topics is measured using the Wizard’s mental scale. After the dialog, the subjects
rated their satisfaction on a 7-point scale from −3 to 3. A higher value showed a higher level of satisfaction.

4. RESULTS AND DISCUSSION
4.1. Experiment 1: estimating user’s talking motivation
4.1.1. User’s interest in the topic

We analyze the effects of “user’s interest in the topic” and “the role of the system as a listener or a
speaker” among the factors considered influencing the user’s talking motivation. Figure 2 shows a scatter plot
of the slope of the change in user’s talking motivation and the user’s level of interest in the topic. Here, the
slope of the change in the user’s talking motivation is obtained from the slope of the linear regression calculated
for the series of user’s talking motivation for 20 turns. The distribution of the plots in the scatter plot is right-
shouldered, and the slope of the regression line is positive, indicating that higher level of user’s interest in the
current topic positively affects, increases, or keeping user’s talking motivation.

Information-gathering dialog system using acoustic features and user’s motivation (Ryota Togai)
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4.1.2. Role of the dialog system
Next, we analyzed the transition of a user’s talking motivation depending on whether the system plays

the role of a listener or a speaker. Figure 3 shows the average slope of the change in user’s talking motivation
for each user and system role. The error bars represent the standard deviation. From the figure, the slope of
the change in users’ talking motivation is negative for nearly all users, indicating that their talking motivation
decreased as the dialog progressed. Thus, the role of the system as a listener or a talker had no significant effect
on the user’s talking motivation.

Figure 2. Scatter plot of interests for topics and slope of changing user’s talking motivation

Figure 3. System roles and slope of changing user’s motivation of each user

4.1.3. Nonverbal acoustic information
Estimating the user’s talking motivation from factors, such as the role of the dialog system is diffi-

cult. Even by collecting each user’s interesting topics, it is still difficult to estimate the current user’s talking
motivation due to the low correlation in Figure 2. To more directly estimate the user’s talking motivation, we
employ nonverbal acoustic information obtained from the user’s speech. First, we deleted the silence before
and after each turn of the audio data obtained from the user’s dialog. Next, we extracted 384 features that can
be extracted using openSMILE [24] IS09 emotion challenge configuration [25], which adds features of speech
length, articulation rate, and delay. The delay feature encompasses the time from the end of the system speech
to the beginning of user speech.
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The nonverbal acoustic information extracted from the user speech during a dialog is highly dependent
on the content of the speech, which significantly changes in a single turn. However, since the user’s talking
motivation does not change significantly from one turn to the next, the features for estimating the user’s talking
motivation become values that gradually change. Therefore, the extracted nonverbal acoustic information was
smoothed by taking a five-point moving average in the turn direction for each session. This implies that the fea-
ture value of a given turn was the average of five turns, including both turns before and after the corresponding
nonverbal acoustic information.

Also, we analyzed the correlation between the extracted nonverbal acoustic information and the user’s
talking motivation to investigate which nonverbal acoustic information is effective for the estimation [26].
Table 1 shows the top 10 features in the absolute value of the correlation coefficient. Among the nonverbal
acoustic information, the correlation coefficient for the most strongly correlated feature was 0.311. No acoustic
feature with a strong correlation was applied to all users. Furthermore, results showed that many mel-frequency
cepstral coefficients (MFCC) ranges appeared in the top 10 features. Since the correlation coefficient is posi-
tive, the range of MFCCs became smaller as the user’s talking motivation decreased.

Table 1. Top 10 features correlating with user’s motivation
Feature Correlation coefficient

(cf.) Turn number in session -0.628
Voice rate 0.311

MFCC 8-dim. stddev 0.277
MFCC 8-dim. linregQ 0.260
Prob. of voice amean 0.257

Volume amean 0.248
MFCC 6-dim. range 0.236
MFCC 1-dim. range 0.227
MFCC 9-dim. stddev 0.227
MFCC 9-dim. linregQ 0.223

Figure 4 shows the maximum absolute value of the correlation coefficient calculated for each user. The
maximum correlation coefficient exceeded 0.5 for many users, indicating that a correlation between nonverbal
acoustic information and users’ talking motivation exists. This result shows that there are individual differences
in the relationship between nonverbal acoustic information and the user’s talking motivation. Furthermore, it
indicates that we can create a model with high accuracy by creating an individual estimation model for each
user.

Figure 4. Maximum correlation coefficient between user’s motivation for each user and acoustic features

4.1.4. Estimating user’s talking motivation
This section compares the following three methods for estimating dialog motivation using nonverbal

acoustic information of multiple turns:
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− NN1 :a neural network (NN) that performs estimation using only features from one turn.
− NN3 :a NN that performs estimation using information from three previous turns.
− LSTM3 :an LSTM with a window size of three previous turns.

Each of them is evaluated using the mean absolute error (MAE) with a 10-point cross-validation.

Figure 5 shows the estimation accuracy of NN when only turn information is used as features and
when nonverbal acoustic features are combined. The nonverbal acoustic features used were those of the top 20
correlations with users’ talking motivation. The estimation error with nonverbal acoustic information was 0.451
lesser in MAE than that without nonverbal acoustic information, indicating that nonverbal acoustic information
is an effective feature in estimating the user’s talking motivation.

Figure 6 compares the error in estimating the user’s talking motivation among the three estimation
methods (here, the turn information not included in the nonverbal acoustic information is not used). The blue
and orange bars show the results for the top 20 and top 300 correlated features, respectively. From Figure 6, for
both the top 20 and top 300 features, the estimation error for using multiple turns of information was smaller
than using only one turn of information. Also, the error was smallest when using LSTM. This indicates that
the information from multiple turns is effective for the estimation and that LSTM reduces the estimation error.

Figure 5. Comparison of estimation errors with and without nonverbal acoustic features

Figure 6. Comparison of estimation errors among estimation methods
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4.2. Experiment 2: talking motivation and user satisfaction
4.2.1. Topic distance

This section checks whether the wizard chooses between distant and near topics according to the hu-
man mental scale. The relationship between the subject’s talking motivation at the timing of topic switching
and the conceptual distance between the previous and following topics is shown in Figure 7. In session A,
the higher the subject’s talking motivation, the more distant the wizard chose the topic, thereby creating a
right-shouldered regression line. However, session B has the opposite strategy and has seen a steady increase.
Therefore, sessions A and B have data that conformed to the conditions for topic selection, as shown in hy-
pothesis 1. However, the slope of the regression line is not large, confirming the gap between the conceptual
distance of WordNet and the human mental scale.

Figure 7. Correlation between user’s talking motivation and conceptual distance of topics (calculated using
WordNet)

Figure 8 shows the scatterplot relationship between the talking motivation and conceptual distance
between topics. Here, the conceptual distance is calculated using Word2vec trained from Japanese Wikipedia.
The results showed that the slope was larger than that of Figure 7 and that the conceptual distance when mod-
eling the topic space can be modeled closer to the human mental scale using Word2vec.

Figure 8. Correlation between users’ motivation and concept distance of topics (calculated using Word2vec)

4.2.2. User satisfaction
The results of user satisfaction are shown in Figure 9. The average score was 1.0 higher in Session B

than in Session A. Despite variations in the scale for each user’s satisfaction, the results for each user show that
most users were more satisfied in Session B.
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4.2.3. Effectiveness of nonverbal acoustic information
To verify hypothesis 2, we analyzed the relationship between users’ talking motivation and nonverbal

acoustic information. Simple nonverbal acoustic features were extracted from user speech during dialog and
the correlation between the average value of nonverbal acoustic features for four turns before the topic switched
and the user’s talking motivation on the topic switch was calculated. The correlation values between the non-
verbal acoustic features and the user’s talking motivation are shown in Table 2. A certain degree of correlation
was confirmed for speech length and fundamental frequency, demonstrating hypothesis 2. However, this infor-
mation is still insufficient to control the timing of switching topics. In the future, we will consider methods,
such as combining multiple features to make decisions of switching topics.

Figure 9. Evaluation results of user’s satisfaction

Table 2. Correlation between acoustic features and user’s motivation
Features Correlation

Time from ending of the system’s speech to beginning user’s speech 0.036
Average volume of the speech interval -0.044

Speech length 0.29
Tone ratio -0.14

Fundamental frequency 0.37

5. CONCLUSION
In this paper, we proposed a topic induction method using users’ talking motivation to automatically

estimate the user’s talking motivation from nonverbal acoustic information, to improve the efficiency of gath-
ering information by a chat dialog system. In the automatic estimation of the user’s talking motivation, results
showed that the user’s talking motivation varied depending on the interest level in the current topic, correlat-
ing to several nonverbal acoustic information. Additionally, we compared the estimation error among several
estimation methods and confirmed the error reduction using the information of multiple turns. In the proposed
topic induction method, the user’s talking motivation is used as input, and a dialog experiment with a dialog
system that transitions from the current topic to either a near or far topic is conducted using the Wizard of Oz
method. Thus, the system that transitions to a topic close to the current topic when the user’s talking motivation
is high, and a far topic otherwise, recorded higher user satisfaction. Furthermore, the user’s talking motivation
was weakly correlated with the nonverbal acoustic information obtained from the user’s speech. In the future, it
will be necessary to automatically estimate the user’s talking motivation using nonverbal acoustic information
from multiple turns and to verify such estimation using an automated system that switches topics toward high
user satisfaction.
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 The rapid advancement of music studies has resulted in a plethora of 

multidisciplinary participants. Rather than distinguishing between musicians 

and non-musicians’ brain activity, the current study indicated differences in 

brain activity while musicians listened to music based on their musical 

experience. In Go/NoGo response task reaction times, it showed that effects 

between treatments and visits were different across periods of cognitive 

function tests. The cognitive function at post-listening assessment out-

performed the pre-listening in terms of reaction times 531.94 (±24.70) msec 

for post-listening assessment; and 557.13 (±37.15) msec for pre-listening 

assessment. The results of using electroencephalography (EEG) recording in 

an experimental manner with Karawitan musicians (N=20) revealed that 

listening to unknown cultural music, Mozart's Piano Sonata in C Major, and 

western music resulted in increased brain activity. Furthermore, while 

Karawitan musicians were listening to Mozart's Piano Sonata in C Major, 

the major brain activity occurred in the frontal lobe. This outcome will elicit 

additional consideration of music's integration, such as neuroscience of 

music. 
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1. INTRODUCTION 

Music and its cognition have long been investigated by neuroscience, a cognition-focused field. It 

has attempted to explain not just the process of musical perception, but also the anatomical and functional 

impact of music on the brain. Lots of research has gone into how musical practice affects cognitive function. 

Passively listening to music while doing something increases cognitive performance [1]. Some music tempo 

and mode treatments boost spatial cognition by enhancing arousal and mood [2]. Outside of music, musical 

training enhances brain function and cognitive abilities [3]. Previous research on symphonic musicians and 

non-players used the visuospatial task to show how complexity of musical training influences activation of 

Broca's region during the test, which enhanced performance [3]. Gaser and Schlaug examined professional, 

amateur, and non-musicians to see how their brains differed [4].  

Previous research suggested that long-term musical practice by amateur and professional musicians 

was the main reason. In a previous study [1], [5], music experience was used as a form of previous 

https://creativecommons.org/licenses/by-sa/4.0/
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conditioning to find the people who took part [1], [5]. Involvement in long-term musical training and skill 

acquisition allows for a different psychological process. For example, musicians must memorize musical 

expressions, improvise music, and recognize a note without a referential note [5]. Each of these challenges in 

music practice was viewed as a brain stimulation to improve performance and perception. Musical 

experience was defined as "having received" or "having not received" musical instruction. It is easy to 

distinguish between the subject and the potential difference that occurred. 

As a result, rather than looking at distinctions between musicians and non-musicians, the current 

study tried to explain the brain activity of Karawitan musicians listening to Mozart's Piano Sonata in C 

Major. A previous study on musical preference and cognitive style found that people with various cognitive 

styles have certain personality traits, and musical genre became a distinct variable. We investigated how 

Karawitan artists with diverse musical backgrounds perceive acoustic cues. An electroencephalogram (EEG) 

frequency range and standardized low-resolution electromagnetic tomography (sLORETA) were used to 

quantify cortical activation and locate the brain region contributing to the scalp recorded auditory inputs. The 

current study's goal was to investigate the lateralization of musical experiences and cognitive function using 

Mozart's Piano Sonata in C Major. 

 

 

2. RESEARCH METHOD 

2.1.  Participants 

This study included healthy right-handed people with normal hearing and no known neurological 

problems. This study involved 20 Karawitan musicians aged 23-29 (mean 28.25±1.41). All Karawitan 

musicians actively learned Gendhing Lancaran practical music lessons and did not learn piano music lessons 

for three years. The length of time spent learning music was considered. All participants spoke Bahasa 

Indonesia as their primary language. They had normal hearing and eyesight, and their health conditions were 

confirmed via physical examination. The procedure had been described and authorized by everybody. The 

Graduate School of the Indonesia Institute of the Arts, Yogyakarta, Indonesia, approved the experiment in 

accordance with the 1964 Helsinki Declaration and its following updates. The flowchart for study enrollment 

and completion as well as the timeline of the study are shown in Table 1 and Figure 1.  

 

 

Table 1. The demographic data of participants 
Characteristics Participants (n = 20) 

Age (years), mean (SD) 28.25±1.41 
Male 6 

Female 14 

Education (level)  
1st year 8 

2nd year 4 

3rd year 6 
4th year 2 

 

 

 
 

Figure 1. The timeline of both cognitive function battery test and and EEG measurement in the study 

 

 

2.2.  Study design, task and cognitive function assessment 

Prior to beginning, the protocol was approved by the Graduate School of the Indonesia Institute of 

the Arts, Yogyakarta, Indonesia. This study was carried out in accordance with the Helsinki Declaration. 

Informed consent from all participants was provided before being enrolled in the investigation. Upon 

enrollment, participants were assigned identification numbers in ascending order and randomly assigned. A 
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computerized psychological battery was used to evaluate each participant's cognitive abilities at baseline, 

prior to and after listening to stimuli. The participants' unfamiliar music was Mozart's Piano Sonata in C 

Major, which served as a stimulus. The sound lasted one minute. It was delivered binaurally through 

headphones at 85 dB sound pressure level (SPL). The beginning of stimuli was used to time-lock the EEG 

signal recording. Participants were instructed to focus on the stimuli delivered through earbuds. The 

cognitive battery of psychometric and psychological tests was administered via a computer interface. This 

study's cognitive battery included memory tasks, i.e., the Go/NoGo test. The exam was used to assess 

working memory updating, shifting, and inhibition. The participants were assessed by research assistants who 

were either graduate students or degree holders in music and/or psychology from the Indonesia Institute of 

the Arts of Yogyakarta, Indonesia. Each test session's accuracy and response times were recorded and 

expressed as a percent and milliseconds. Participants were instructed to memorize a set of X and O letters to 

test their cognitive performance. For this test, a list of X and O letters was presented to the participant one at 

a time, and the participant was asked to memorize the X and O letters. The participant was required to recall 

them when they were asked to select only X, but not O. During this task, X and O, which served as Go and 

No-Go signals, were presented on a monitor at a distance of around 150 cm from the participants' eyes. The 

X represented the ‘Go’ condition with 80 percent probability, and the O represented the ‘NoGo’ condition, 

with 20 percent probability. The task consisted of 200 stimuli (2 blocks; 20% NoGo signals). In the task, the 

alphabets X was used as Go and O as NoGo signals. Participants were required to hold their reactions to a 

single NoGo (O) letter and a series of Go (X) stimuli. At the end of each block, participants were given 

feedback. The reaction buttons were placed under the participants’ palms in a soundproofed and electrically 

protected chamber. Participants had to press the response pad as quickly as they could (with their dominant 

hand) every time the more frequent X (Go) stimulus appeared on the computer screen, and to withhold their 

reactions to the less frequent O (NoGo) stimulus. The order of conditions was counterbalanced across 

participants as sown in Figure 2.  

 

 

 
 

Figure 2. Parametric Go/NoGo task 

 

 

2.3.  Behavioral recording and analyses 

The cognitive function challenge required subjects to press buttons accurately and quickly. So, 

button presses were classified as correct (button code matched stimulus type), incorrect (button code did not 

match stimulus type), or missed (no button press). The difference in timing between the button codes and the 

stimulus start was used to calculate reaction times. Participants’ reaction accuracy and times were measured 

from their key presses for each cognitive function task. Reaction times for correct, incorrect, and missed 

responses were measured as the difference in timing between the stimulus onset and key press reaction. We 

only included trials with reaction times of 100–1500 ms. This was done to prevent accidental or excessively 

delayed button pushing due to attention or cognitive exhaustion. Each participant's reaction times were 

averaged. Reaction times were averaged and corrected for learning affects over time across trials for each 

participant. On significant analysis of variance (ANOVA) results, we applied Tukey's post hoc analysis. The 

cognitive function exam used student t-tests for accuracy and reaction speeds. The p-value of 0.05 was 

chosen as the statistical significance level [6]. 
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2.4.  Electroencephalographic recording procedure 

EEG recordings were based on signals detected through the scalp with a wearable, multi-electrode 

array neuroheadset (EMOTIV Epoc Plus, San Francisco, USA). The electrical activity of 14 active electrodes 

(AF3, F3, F7, FC5, T7, P7, O1, O2, P8, T8, FC6, F8, F4, and AF4) as shown in Figure 3(a) - Figure 3(b) was 

recorded according to the International 10-20 Electrode Positioning System. The left and right mastoids were 

used as reference electrodes. Manual reference electrodes were placed on ipsilateral mastoids (M1 and M2), 

with Fp1 and Fp2 electrodes employed for ocular artifact detection. EEGs were 30,000 times amplified and 

filtered at 0.1-100 Hz. Eye movement and muscular artifacts were extensively analyzed after filtering. 

Epochs with voltage variations of over 100 µV in any EEG channel were excluded. All responses were 

recalculated offline against an average reference for additional examination as shown in Figure 3(c). The 

resistance of the electrodes was less than 10 kΩ. With a 0.05 to 100 Hz band pass, the EEG signals were 

amplified, captured at 500 Hz, and the live signal data was saved to a hard disk for off-line processing. A 

0.1–30 Hz band pass was then used to digitally off-line filter the recorded EEGs. The epoch on which the 

average was calculated was 500 milliseconds for the commencement of the presenting stimuli. All neural and 

ocular artifacts were removed from the continuous EEG prior to the extraction of EEG waves. The baseline 

correction was also applied to each epoch, with any changes in voltage 0.1 μV or 70 μV rejected from further 

analysis. After registration, the data was re-referenced offline to the common average montage, followed by 

correction and rejection of artifacts. EEG epochs with absolute amplitudes greater than 100µV were 

automatically flagged and removed from further investigation. Before averaging, all channels were subjected 

to artifact rejection with a threshold of ± 100 µV. The total recording time was 5 minutes for each of the 

cognitive tests. All EEG analyses were performed using TestBench analysis software (EMOTIV Epoc Plus, 

San Francisco, USA), featuring source reconstruction, signal analysis, and MRI processing tools by 

sLORETA analysis software. 

 

 

 
 

Figure 3. Electroencephalographic recordings were based on signals detected through the scalp with a 

wearable, multi-electrode array neuroheadset according to the International 10-20 Electrode Positioning 

System; (a) electroencephalographic device (EMOTIV Epoc Plus), (b) the 14-channels electrode montage, 

and (c) all electrical activity responses were recalculated offline against an average reference. 

 

 

2.5.  Data pre-processing 

The EEG data was converted from.edf to.csv and then captured by the TestBench application. We 

deleted unnecessary tables and ensured that collected data was consistent with geographical analysis in this 

Excel-compatible file. The electrical activities of Karawitan musicians' brains while listening to Mozart's 
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Piano Sonata in C Major were characterized as a moment of global field power (GFP) and were segmentally 

separated for each of the frequency ranges, for example, delta, theta, alpha, and beta, separately, using stable 

scalp-potential topography [6]. An EEG map's spatial standard deviation of all voltage values equaled the 

GFP peak. Each participant's mean GFP peak amplitude was calculated, and each participant's mean 

spontaneous EEG map was checked for artifacts. These were then averaged across all subjects. The brain's 

current source density distribution was evaluated using sLORETA, which was added to the electrical scalp 

field [7]. The smoothest of all possible source configurations over the brain volume was identified using the 

entire squared Laplacian [7]. A brain electric field map's electric strength (hilliness) was assessed using the 

GFP peak measure an EEG map's spatial standard deviation of all voltage estimates. The GFP peak measure 

is higher on a mountainous map than on a flat map. This GFP was self-contained [8], [9]. As a result, the 

spatial standard deviation of global field power provides a reference-independent descriptor of the potential 

field. The latencies of evoked potential components are determined by global field power maxima. Global 

field power builds up with time [10]. Students learned about global field power computation, component 

latency, global dissimilarity of potential field distributions, and topographical temporal segmentation using 

multichannel data. We got GFP by averaging the EPs across all scalp channels except electrooculographic. 

Each person's mean GFP peak amplitudes were obtained. Their GFP peak amplitudes were also computed 

[7]–[10]. The GFP waveforms were examined using cognitive function tests. Brain responses to the tango 

piece measured with electroencephalography (EEG). 
 

2.6.  Statistical and data analysis 

While listening to Mozart's Piano Sonata in C Major, Karawitan musicians' brainwaves were 

continuously monitored. The smoothest source configurations across the brain volume were produced by 

limiting the absolute squared Laplacian of source quality. Quantitative data is provided as means with 

standard deviations. The data were analyzed using SPSS Program (Mae Fah Luang University) version 21.0, 

renewal quote number: 26500879; Passport advantage site number: 3547818. To determine the effects of 

music on cognitive function over the time periods (before and after listening), mean response times (RTs) 

and correct responses, as well as cognitive function analyses, were performed using a two-way paired t-test. 

Response times to cognitive function battery tests were measured for correct responses. One-way ANOVAs 

were performed on accuracy and reaction times for the cognitive function tests. Statistical results were 

considered significant at p < 0.05 [6]. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Cognitive enhancing effects 
In Go/NoGo response task reaction times, the two-way (treatment x assessment) interaction effect 

was statistically significant, with F (1,19) = 19.37, p < 0.001, indicating that the two-way interaction effects 

between treatments and visits were different across periods of cognitive function tests. Baseline and end-of-

treatment reaction times scores are reported in Table 2. The cognitive function at post-listening assessment 

out-performed the pre-listening in terms of reaction times (531.94 (±24.70) msec for post-listening 

assessment; and 557.13 (±37.15) msec for pre-listening assessment.  

 

 

Table 2. The effect of Piano Sonata in C Major on the cognitive function battery test 
Cognitive Function Testα Score at Pre-listening Score at Post-listening p-value 

Go/NoGo Test    

(%) Accuracy (Go) 98.75 99.31  

(%) Error (Go) 1.25 0.69  
Response time (ms) (Go) (mean±SD) 557.13 (±37.15) 531.94 (±24.70) < 0.05* 

(%) Accuracy (NoGo) 87.64 89.37  

(%) Error (NoGo 12.36 10.63  

 

 
α Test parameters: Go/NoGo Accuracy: Go/NoGo response task accuracy scores; Go/NoGo Error: Go/NoGo 

response task incorrect and omission scores; Go/NoGo response time: Go/NoGo response task mean reaction 

time in milliseconds (ms). * p value < 0.05.  

 

3.2.  Electroencephalographic data 

Table 3 shows the effect of Mozart's Piano Sonata in C Major listening assessed by the 

electroencephalography. GFP was plotted as a function of time, and the occurrence times of GFP maxima 

were used to determine each frequency band sensitivity. The grand mean GFP peak amplitude of each 

frequency band over subjects is shown according to the experimental setting. The electrical activities of 
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Karawitan musicians’ brains computed by sLORETA showed that alpha wave had the highest electrical 

activity (9.705±0.12µV, t(19) = 3.06; p < 0.05) compared to other waves (e.g., delta wave: 2.529±0.25µV, 

t(19) = 2.18; p < 0.05, theta wave: 2.58±0.61µV, t(19) = 3.66; p < 0.05, and beta wave: 2.621±0.45µV, t(19) 

= 2.19; p < 0.05), respectively, while tuning in to Mozart’s Piano Sonata in C Major, as shown in Table 3 and 

Figure 4.  

 

 

Table 3. Electrical activities (µV) of Karawitan Musicians’ brains while tuning in to Mozart’s Piano Sonata 

in C Major as computerized by sLORETA 
Frequency Bands Mozart’s Piano Sonata in C Major Mean (±SD) 

delta 2.529 (±0.25) 

theta 2.580 (±0.61) 

alpha 9.705 (±0.12) 
beta 2.621 (±0.45) 

 

 

 
***p < 0.001 

 

Figure 4. Electrical activities (µV) (Mean±SD) of Karawitan musicians' brains while tuning in to Mozart's 

Piano Sonata in C Major as computerized by sLORETA 

 

 

3.3.  Source localization data 

Source localization analyses were performed utilizing sLORETA [8]. Figure 2 shows the xyz-values 

in Talairach space as determined with the sLORETA. The graphical representation of sLORETA t-statistic 

while Karawitan musicians listening to Mozart’s Piano Sonata in C Major at superior frontal gyrus (STG)-

frontal lobe (Brodmann area 10; X = -10, Y = 60, Z = 30; MNI coords; Best match at 0 mm; 9.71 µV) in the 

right-hemisphere (RH). The yellow color indicates local maxima of increased electrical activity in the right 

hemisphere (middle-to-back region) through the reference brain. A blue dot marks the center of significantly 

increased electric activity of an alpha wave as shown in Figure 5. 

When participants listened to Mozart's Piano Sonata in C Major, which was not related to their own 

culture, western music, the frontal lobe was the place where dominant brainwave (i.e. alpha wave) occurred. 

Karawitan musicians listened to Mozart's Piano Sonata in C Major for this study. When listening to Mozart's 

Piano Sonata in C Major, Karawitan musicians had the highest Alpha (α) brainwave activity. This could 

indicate that when the individuals were unfamiliar with the cultural music they were listening to, their brain 

activity increased. Individuals' brain activity is increased by familiarity rather than liking, according to a prior 

study [11]. The previous study indicated that various emotion-related areas such as the amygdala, putamen, 

anterior cingulate cortex, and thalamus were activated during familiar music listening using functional 

magnetic resonance imaging (fMRI). In our study, participants' brains were stimulated especially in the 

superior frontal gyrus by unrelated cultural yet familiar music (STG). In a meta-analysis of brain areas 

activated by familiar music, the left superior frontal gyrus was the most stimulated, followed by the ventral 

lateral [12]. The frontal gyrus is assumed to be stimulated by semantic memory of familiar music, while the 

ventral lateral, related to the motor cortex, is supposed to be stimulated by motoric anticipation of familiar 

music's rhythms [9]. Unable to locate it in our study because movement was not allowed while listening to 

music, a recent study found the ventral lateral activated by familiar music [12].  

 
***p < 0.001 
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Our understanding about music to relax the brain might still be controversy. Take an example from 

Patston and Tippett’s study where expert musicians even struggle harder to do the linguistic task when 

listening to familiar piano excerpts because of its overlapping processing showed that relaxing and cooling 

down effects also depend on the musical experience of individuals [1]. However, previous study 

demonstrated that the more participants familiar into the music, the higher his brain activity which means it is 

more relaxed. According to our findings, the claim of music relaxation shouldn't be made by putting music 

randomly as a background without examining an individual's musical background. The brain activity of our 

participants while listening to unfamiliar music, the Karawitan musicians showed higher brain activity (i.e. 

alpha wave) while listening to Mozart’s Piano Sonata in C Major. Despite the fact that the Piano Sonata was 

unknown music to Karawitan musicians, their brain activity was greater in the alpha wave while listening to 

these portions. This circumstance could be explained by two assumptions. The initial assumption goes 

through the typical process of this type of music. This excerpt was musically distinct from our participants' 

cultural backgrounds, particularly in terms of speed and melody succession. Mozart's Piano Sonata in C 

Major, written in allegro, featured quick music with rapid melodic succession. It was considerably different 

from the traditional music of our participants. For example, Gendhing Lancaran's tempo was relatively slow 

and quiet, and the melody was a cyclical motif that was not as fast as Mozart's Piano Sonata in C Major. The 

second hypothesis could be linked to musical perception and experience. Furthermore, a prior study found 

that musical experience and perception can be influenced by cultural differences [13]. The significance of 

early musical experience in promoting auditory sequence memory in musicians has also been clarified [14]. 

The memory tasks of auditory, visual, and audio-visual stimuli were used in this previous study on a wide 

range of participants, including musicians, gymnasts, video game players, and psychology students. The 

results revealed that while there was no significant difference in the visual or audio-visual tasks, there was a 

significant difference in the audio task, where musicians scored higher [14]. Music training and performance 

have been demonstrated to boost cognitive function in older people. A previous study examined the effects of 

music on the brain structure of older people. Music training was found to be favorably and significantly 

connected to the volume of the inferior frontal cortex and parahippocampus. Music training increased volume 

in the posterior cingulate, insula, and medial orbitofrontal cortex. The study found a relationship between 

musical actions and executive function, memory, language, and emotion. Because gray matter diminishes 

with age, this earlier research suggests that musical training may help older people overcome age-related 

brain volume declines [15].  

 

 

 
 

Figure 5. Graphical representation of the sLORETA while Karawitan musicians tune in to Mozart’s Piano 

Sonata in C Major. The yellow color indicates local maxima of increased electrical activity. A blue dot marks 

the center of significantly increased electric activity of an alpha wave 
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Listening to music is first and foremost a human experience that becomes aesthetic when the listener 

totally immerses himself or herself in it. In a recent neuroimaging investigation, a relationship was 

established between the auditory cortex, the reward brain system, and mind wandering [16]. Music and 

language use harmonic complex perception. Numerous studies have connected musical training to greater 

harmonic complex processing. However, the benefit may not be universal across pitch models. Musicality 

can be reliably linked to objective measures of perception, according to a previous study. Musicianship also 

influences monotic/diotic and dichotic integration pitch assessments. Collectively, the findings update artists' 

neurobehavioral profiles and enhance creative capacity assessments [17]. In certain clinical studies, neutral 

and happy music reduce anxiety. An earlier study found that different emotional music types may have 

different mechanisms in state anxiety therapy. Neutral music reduces state anxiety. Neutral music was 

associated with decreased occipital lobe power spectral density and increased occipital-frontal functional 

connectivity. Happy music reduced state anxiety and enhanced occipital-right temporal functional 

connections. This earlier investigation may enable future nonpharmaceutical clinical therapy to better grasp 

state anxiety through music therapy [18].  

The most prevalent complication of an acquired brain injury (ABI) is cognitive impairment, which 

can have a significant influence on a person's life and rehabilitation prospects. When compared to non-

musicians, musicians have better cognitive control, attention, and executive functioning as a result of their 

music training. Music therapy is a technique that employs learning to play an instrument, specifically the 

piano, to stimulate and rebuild cognitive networks after a brain injury [19]. Music interventions are also 

viable remedies for Alzheimer's disease symptoms (AD). Music interventions can be active or receptive 

depending on the subjects' participation. It is possible that separate brain areas are involved in active and 

receptive music tasks. The clinical benefits of two types of music therapy and a control activity were 

compared in a recent study. Active music intervention can help with Alzheimer's symptoms and should be 

given as a supplement to standard care. The data demonstrate that combining AMI with standard treatment 

can help mild-to-moderate AD patients improve their cognition, behavior, and reliance [20].  

Several studies have recently used another brain imaging technique called "Microstate 

Segmentation" to investigate human brain mechanisms during music listening. Furthermore, EEG is an 

excellent tool for investigating global states, as well as the briefer states (microstates) imbedded therein, due 

to its high time resolution [21]. Dimensional complexity proportions can indicate global states. These 

indicators count dynamic different brain processes to represent gross states like sleep stages [22], [23]. The 

global states of healthy, depressed, and schizophrenic people differ [24]. Previous studies used EEG 

frequency spectra and source localization. Less alpha activity and more delta and theta activity were found. 

The scalp maps of the EEG depict electric potential distributions. Skin maps with long-term quasi-stable 

potential patterns [21], [25] are microstates. A 60–120 millisecond microstate length is reported by EEG [21], 

[25]. Distinct spatial distributions of neuronal activity in the brain result in different scalp potentials. As a 

result, different microstates process data in different ways. "Potential atoms of thinking and emotion" [26], 

[27]. Microstates come in several forms [28], [29]. The four microstates usually detected in spontaneous 

resting-state EEG [30] are A, B, C, and D. The number of occurrences, time span, and mean term can be 

utilized to describe the microstates of the different classes. These characteristics vary greatly between states 

and tasks. The concept of microstates described in [31] is closely tied to the concept of symbolization in 

brain recordings. It was discovered by Lehmann that the scalp potential maps have quasi-stable activity 

lasting tens to hundreds of milliseconds [21], [31], with quick transition between them in event-related 

potentials (ERPs) and spontaneous EEG time organization. Lehmann provided symbols to the time periods. 

As indicated in [29], EEG microstate class representation is a valuable data reduction strategy. It's reasonable 

to believe that each of these microstates is involved in various activities or cognitive tasks [21], [32]. 

Scientists frequently assess cognitive activities using the microstates framework by mapping scalp potentials 

and analyzing spatial aspects. In time-domain, the microstates framework successfully measures the human 

brain electric field [30]. According to a prior study on musical preference and cognitive style, people with 

specific cognitive styles have a tendency to have certain personality features, and musical genres have 

become a unique variable. 

Almudena Bartolomé-Tomás and colleagues investigated the relationship between traditional 

musical genre exposure and the memories of Spanish seniors from Murcia. The idea was to see if memories 

created by listening to rhythms heard as youngsters changed brain activity. The activation of brain areas was 

discovered using EEG signals. Using spectral power, the researchers discovered significant differences 

between "memory-evoked" and "non-memory-evoked" classes in the prefrontal cortex's alpha, beta, theta, 

and gamma frequency bands. The findings shed light on the listener's emotional state during the experiment 

[33], [34]. The brain's activity in response to memories acquired through music has also been shown. Other 

studies [33] have discovered comparable memory-forming zones. The experiment used a low-cost brain–

computer interface, the Emotiv EPOC+ headset's 14 channels. Using 32 or 64 channels, several 
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investigations have found significant differences between the prefrontal and frontal-temporal brain areas. 

Previous research [35] demonstrated that memory recall alters the alpha and theta bands. No one agrees that 

major changes occur in the beta and gamma bands. Experiments with different groups of subjects revealed 

variations that cannot be generalized at this time [36], [37]. The shown ability to distinguish between distinct 

regions helps us to discover and recognize the zones that are activated during the production of recovered 

memories, as indicated by others [38].  

Tseng set out to identify prefrontal cortex brain activity connected with musical choice. Tseng's 

research focuses on interpreting EEG bands connected with musical liking. Popular songs induced more 

frontal theta than music with low and moderate preference ratings. The frontal theta is linked to both 

emotional and cognitive processes, according to frontal theta-cognitive connections. A study published in 

Psychological Science found that theta and lower alpha in the frontal lobe are effective indicators of both 

cognitive and mood [39]. Researchers can no longer study how musicians' emotions are processed in the 

brain. Their research involved having musicians perform a simple piano piece while adjusting their manner 

of play to transmit opposing feelings, and self-rating the emotion portrayed on arousal and valence scales. In 

both distressed and comfortable playing, EEG activity differed [40]. Electroencephalograms (EEGs) are 

widely used to record brain responses to brief, repeating stimuli. In real life, acoustic impulses are 

continually blended and cannot be isolated as in music. Because music's acoustic qualities are constantly 

fluctuating in this aural context, substantial values of various features might occur almost simultaneously. 

The results of a statistical analysis of the N100 and P200 times and delays corroborate this idea. The 

responses are more pronounced when these features appear combined, such as brightness and root mean 

square (RMS) or brightness and spectral flux. Together, RMS and spectral flux give greater reactions than 

when used alone [41]. Last but not least, music information retrieval algorithms can detect time points in 

music recordings that correspond to brain reactions. But it's unknown how the music's structure and aural 

qualities affect the brain's reaction. Haumann and colleagues tested a new method for automatically 

identifying brain reaction times. They used an existing library of EEG and Magnetoencephalography (MEG) 

recordings from 48 healthy listeners. Preliminary findings demonstrate that studying music novelty can help 

understand brain reactions to realistic music [42]. 

 

 

4. CONCLUSION 

When Karawitan musicians listened to Mozart's Piano Sonata in C Major, western music, their 

brains displayed faster frequency bands, i.e. alpha wave activity. The main brain activity occurred in the 

frontal lobe of right hemisphere. Rather than distinguishing between musicians and non-musicians’ brain 

activity, the current study indicated differences in brain activity while musicians listened to music based on 

their musical experience. This finding will lead to more research into the integration of music, such as music 

neuroscience.  
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 This paper describes the impedance characteristics of the human arm during 

passive movement. The arm was moved in the desired trajectory. The 

motion was actuated by a 1-degree-of-freedom robot system. Trajectories 

used in the experiment were minimum jerk (the rate of change of 

acceleration) trajectories, which were found during a human and human 

cooperative task and optimum for muscle movement. As the muscle is 

mechanically analogous to a spring-damper system, a second-order equation 

was considered as the model for arm dynamics. In the model, inertia, 

stiffness, and damping factor were considered. The impedance parameters 

were estimated from the position and torque data obtained from the 

experiment and based on the “Estimation of Parametric Model”. It was 

found that the inertia is almost constant over the operational time. The 

damping factor and stiffness were high at the starting position and became 

near zero after 0.4 seconds. 
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1. INTRODUCTION 

The human being is the best creature in this universe. In comparison to other creatures, the size and 

shape of the human body are most favorable in all respect and every movement of the human body is smooth 

and perfect. In the past, scientists have tried to build a mechanism that imitates parts of the human body to 

perform the task for mankind. The development of robots during the latter half of the twentieth century is its 

burning example. 

Among the moving parts of the human body, the upper limbs are used most frequently. The main 

function of the upper limb is grasping and manipulating. This is also used as a walking aid to support the 

body during gait. The upper limb consists of three main parts, the upper arm, forearm, and hand. It is 

composed of three chain mechanisms, the shoulder girdle, the elbow, and the wrist, whose association allows 

a wide range of combined motion. Due to the complexity of the hand mechanism, the wrist was not studied, 

and the hand was taken as another rigid segment in the extension of the forearm. The movements of the 

human arm can be divided into three major types: i) active movement, an external force is exerted by the 

hand; ii) reaching movement, without exerting any external force; and iii) passive movement, a hand is 

moved by external force [1]. 

The arm is a multi-joint redundant manipulator. It is found that the normalized speed and velocity 

profiles for single and multiple joint trajectories are identical [2]. Shoulder velocity profiles remain 

https://creativecommons.org/licenses/by-sa/4.0/
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unchanged, but the acceleration phase of elbow trajectories is adjusted so that peak velocity and movement 

time match that of the shoulder joint. They argue that hand-path is the primary movement criterion, and that 

elbow movement is subordinate to elbow movement in a hierarchical scheme to reduce the available degrees 

of freedom. 

Cruse and Brüwer studied planar reaching movements while recording shoulder, elbow, and wrist 

angles to determine how subjects solved the redundant degrees of freedom problem [3]. They propose that 

each limb has an almost comfortable position and that by associating a cost to deviations from this position, 

the posture adopted to reach a point in space minimizes this cost [4], [5]. Movements are executed as a 

compromise between simultaneous, smooth interpolation of joint angles, minimizing discomfort, and straight 

hand paths. Rossetti et al. studied variability in pointing movements and found that errors increased at 

extreme joint positions [6]. They also concluded that configurations are chosen to minimize the sum of 

discomfort at the participating joints. 

The impedance characteristics of the arm must be affected by kinematic properties of the human 

arm, motor control signals from the central nervous system (CNS), individual properties of each muscle, and 

proprioceptive feedback via the muscle spindle and Golgi tendon organ. For multi-joint hand movements, the 

hand stiffness and viscosity can be predicted with sufficient accuracy under the assumptions that the length of 

the muscle moment arm and the muscle viscoelasticity can be approximated by polynomial models of the 

joint angles [7]. Flash and Mussa-Ivaldi examined to what extent the kinematic properties of the human arm 

can explain its spatial variations and found that the anatomical factors are not sufficient to account for the 

observations [8]. 

Several studies have been made for single-joint and two-joint arm movements, where one human 

moved or/and regulated a task. Dowben has shown that the viscoelastic properties of skeletal muscles, which 

are the major source of human hand viscoelasticity, largely change depending on their activation level [9].  

It has been also shown that the change of viscoelastic coefficients depends on the activation level of muscle 

[10], task instruction of the subjects [11], joint angles [12], and speed of the arm movement and loading [13]. 

Tsuji et al. pointed out that muscle contraction for a grip force increases stiffness and viscosity of the hand 

[14]. Also, Gomi et al. estimated hand stiffness during two-joint arm movements and argued that dynamic 

stiffness differs from static one because of the neuromuscular activity during movements [15], [16]. Tsuji 

analyzed the spatial characteristics of the human hand impedance with considering of effect of arm posture 

and muscle activity [7]. Gomi and Osu again showed that the stiffness and viscoelasticity of human multi-

joint arm change under different contraction conditions during posture maintenance tasks and during force 

regulation tasks [17]. 

All the studies described are related to active and reaching movements. But it has been pointed out 

that passive movement is important for the cooperative task [18] and a variable structure of impedance 

characteristics is regulated by a motor command from the CNS. No attempts have been made to find out the 

characteristics of the human arm in passive movement and the time-variant nature of the impedance 

characteristic of the human arm. 

An investigation has already been made into the impedance characteristics of the human arm's 

passive movements (the arm is moved by an external force) in the forward and backward direction while the 

forearm was in the horizontal position. Both the upper arm and forearm were in the same vertical plane. The 

elbow and the shoulder joint were assumed to have a constant center of rotation. The forearm was treated as a 

rigid body. In that investigation, mass, stiffness, and damping factor for the variable impedance model had 

been considered. It was found that the stiffness and the damping factor varied with the operational time [18]. 

In the present investigation, one degree-of-freedom rotational passive movements of the forearm 

around the elbow were considered. Both the upper arm and forearm were in the same horizontal plane.  

As only two muscles, biceps brachii and triceps brachii, are used in this rotational operation, the mechanics 

of the muscles and bones are simple and it is easier to analyze the characteristics of the musculoskeletal 

system [19]. To learn more about human motor adaptation, works have investigated the adaptation to stable 

[20]–[22] and unstable [23]–[25] interactions produced by a haptic interface. 

In a cooperation task performed by two humans, one human control the position of the carried 

object and the other human follows the motion of that object. The former can designate as a leader and the 

latter as a follower. The characteristics of the follower can be applied to the control method of a cooperative 

robot. Moreover, if the target trajectory controlled by the leader is known, then the characteristics of the 

follower can be investigated easily as a simple spring-mass-damper system [1]. The arm of the human is 

moved along the target position trajectory and the force exerted by the arm is measured. From the data of the 

target position trajectory and force, the impedance characteristics of the human arm can be estimated.  

The time trajectory of position and velocity found during the experiment of cooperation between 

two humans is similar to the minimum jerk motion proposed by Flash and Hogan [26] and Ikeura and 

Mizutani [27]. They found that the human arm moves to minimize (1) and (2). 
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  (1) 

 

where tf is the time duration of motion. The trajectory was derived by minimizing the function J as: 
 

𝜃(𝑡) = 𝜃(0) + 𝑎{10(𝑡/𝑑)3 − 15(𝑡/𝑑)4 + 6(𝑡/𝑑)5} (2) 
 

where a is movement amplitude, 𝜃(0) is the position at time t0 and d is the duration. The position and 

velocity for movement of 600 are shown in Figure 1. 

 

 

 
 

Figure 1. Time trajectory of position and velocity 

 

 

The minimum jerk trajectory represents the free arm motion. Ikeura et al. found the minimum jerk 

trajectory in the cooperative motion of two humans [28]. This means that the tracking of the motion of the 

follower's arm is along the minimum jerk trajectory. In the cooperation between a human and a robot, the 

robot should follow the motion of the human so that the human can move his/her arm along the minimum 

jerk trajectory. 

 

 

2. METHOD 

2.1.  Experimental set-up 

Figure 2 illustrates an experimental system, in which a servo motor was used as the actuator. The 

servo motor was fixed into a frame vertically upward. One end of a splint (508 cm thin aluminum plate) was 

attached to the shaft of the motor. The arm was rotated along with the splint. A sensor located in between the 

arm and the splint was used to measure the torque needed to move the arm. 

The output of the torque sensor was sent to the personal computer (PC) through the digital signal 

processing (DSP) board. An encoder was used to measure the angular position and the data was passed to the 

computer through the counter board. All boards were implemented on an industry standard architecture (ISA) 

bus of the PC. 

 

2.2.  Experimental procedure 

The subjects are three right-handed male post-graduate university students (30-35 years old) with no 

previous history of neuropathies or trauma to the upper limbs. The subjects were given sufficient information 

about the experiment and then taken their consent to participate. In the experiment we defined a leader and a 

follower, the leader controls the position of the object and the follower tracks the motion of the object. Here, 

the robot was considered the leader and moved the splinter in the clockwise/anticlockwise directions. The 

leader controls the position, so the role of the robot was the same as a human leader at that time. The reason 

for choosing the robot as the leader was to move the arm at defined operating conditions. 

As shown in Figure 2, a subject who followed the movement of the linear motor was seated beside 

the setup. The shoulder of the subject was restrained to the chair back and the elbow of the right arm was 

supported in the horizontal plane by a belt attached to the ceiling. He placed his arm on the splint so that the 

wrist was fitted into the torque sensor attached to the splint. Then the torque sensor was adjusted so that the 

elbow was positioned just above the center of rotation of the splint. A gap was maintained between the arm 

and splint as shown in Figure 3. 
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Figure 2. Experimental set-up 

 

Figure 3. Servo-motor and splint 

 

 

Figure 4 shows the control system of the experimental setup. Position trajectories used in the 

experiments were minimum jerk trajectories. The velocity trajectory was the first-order differentiation of the 

position trajectory. Movement amplitudes were 400-700 and the duration of the movements was from 0.6 to 

1.2 seconds, with an increment of 0.2 seconds. The sampling time for the position control of the servo motor 

was 5 ms. The selection of position trajectory was done randomly so that the subject could not imagine the 

direction of rotation. 

 

2.3.  Data analysis 

As the muscle is mechanically analogous to a spring-damper system, as shown in Figure 5, a simple 

second-order equation was used as the model for the arm dynamics. In the model, mass, damping factor, and 

stiffness were considered. 

 

𝐼𝑚𝜃̈ + 𝑐𝑚𝜃̇ + 𝑘𝑚𝜃 = 𝜏 (3) 

 

where Iｍ, cｍ, and kｍ are the impedance parameters for inertia, damping factor, and stiffness and 𝜏 is the 

torque to rotate the arm. 

 

 

 

 
  

Figure 4. Block diagram of control system Figure 5. Impedance model of the human arm 

 

 

For the estimation of the impedance parameters, the system identification toolbox of MATLAB (The Math 

Works, Inc.) was used [29]. For calculations, auto regressive exogenous (ARX) model was used. To make 

similarity with the ARX model, position 𝜃(𝑡) as an input and torque 𝜏(𝑡) as output was considered. If T is 

the sampling time then, 𝜃̇(𝑡) =
𝜃(𝑡)−𝜃(𝑡−1)

𝑇
 and 𝜃̈(𝑡) =

𝜃̇(𝑡)−𝜃̇(𝑡−1)

𝑇
. By using these values in (3), obtained is 

(4). 
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𝜏(𝑡) = 𝑎1𝜃(𝑡) + 𝑎2𝜃(𝑡 − 1) + 𝑎3𝜃(𝑡 − 2) (4) 

 

where, 𝑎1 =
𝐼+𝑐𝑇+𝑘𝑇2

𝑇2
, 𝑎2 =

−(2𝐼+𝑐𝑇)

𝑇2
 and 𝑎3 =

𝐼

𝑇2
. In (4) is a form of the ARX model. Coefficients a1, a2, and 

a3 were estimated by using the different variants of the recursive least-squares method. Then, the impedance 

parameters I, c and k were calculated. 

 

 

3. RESULT 

Figure 6 shows a typical time trajectory of position and torque measured during the experiments. 

This data was used for calculating the impedance parameters. Fifty-four replications were observed for the 

calculation of impedance parameters at different angles and speeds of movement. The angle of movement 

varied from 40 degrees to 70 degrees and the duration of movement varied from 0.6 seconds to 1.2 seconds 

with an interval of 0.2 seconds. Calculated impedance parameters of two operations are shown in Figure 7. 

Figure 7(a) represents the impedance parameter for the movement of 40 degrees in 0.6 seconds. A sample of 

impedance parameters for the movement of 70 degrees in 1 second is shown in Figure 7(b). 

 

 

 
 

Figure 6. Time trajectories of the position and the torque 

 

 

  
(a) (b) 

 

Figure 7. Impedance parameters (a) a=400 and d=0.6 seconds and (b) a=700 and 1.0 second 

 

 

4. DISCUSSION 

In the present paper, the impedance of the human arm including inertia, stiffness, and damping 

factor was estimated for a single joint while it was moved by a robot. Figure 7 shows that the inertia is almost 

constant and the damping factor is high at the starting position and is near zero at 0.4 seconds. Stiffness has 
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also a similar characteristic to the damping factor. Similar results were found for the multi-joint arm 

movements with a higher viscous effect [1]. For a faster movement (Figure 7(a), a=400 and d=0.6 second) the 

parameters come to zero earlier (about 4% of total operation time). But in the case of other movements, the 

parameters come to zero at 0.4 seconds. Even for a very slow movement (a=400 and d=1.2 seconds) 

parameters come to zero at 0.4 seconds. Therefore, it is proved that the impedance characteristics of a human 

arm in passive movements do not depend upon the speed of movement or movement amplitude. 

 

 

5. CONCLUSIONS 

Impedance characteristics of the human arm during passive movement were analyzed. It is found 

that the impedance characteristics of a human arm for passive movements, maintain a model, which does not 

depend upon the speed and the movement amplitude, the inertia was constant, and the stiffness and damping 

factor varied from high to low within 0.4 seconds. Several subjects were used, and similar results were found. 
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 The data generated from social media is very large, while the use of data 

from social media has not been fully utilized to become new knowledge. 

One of the things that can become new knowledge is user habits on social 

media. Searching for user habits on Twitter by using user tweets can be done 

by using modeling, the use of modeling lies when the data has been 

preprocessed, and the ranking will then be checked in the dictionary, this is 

where the role of the model is carried out to get a chance that the words that 

have been ranked will perform check the word in the dictionary. The benefit 

of the model in general is to get an understanding of the mechanism in the 

problem so that it can predict events that will arise from a phenomenon 

which in this case is user habits. So that with the availability of this model, it 

can be a model in getting opportunities for user habits on Twitter social 

media. 
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1. INTRODUCTION 

The use of data on social media is very diverse and growing rapidly [1], [2]. Currently, social media 

produces huge amounts of data every day [3], [4]. This very large data can be used for various purposes and 

depends on what purpose the data is used for [5]. Consciously or unconsciously, Twitter social media users 

every time they tweet produce a maximum of 140 characters of letters in it, where each character forms a 

word and then forms a sentence. Sentences formed from words have their own meaning [6], to get the habits 

of users on Twitter social media, it can be seen from the frequent repeated words used by users. Where as in 

real life, activities or words that are often done are habits, habits are closely related to words that are verbs. 

Searching by utilizing available data in the world of social media is growing rapidly, but each method or 

method used by developers and researchers is different depending on the purpose and each method they do 

has advantages and disadvantages [7], [8]. 

The word habit on social media means a lot [9], where the habits of users on social media become 

new knowledge that can be used for other purposes, such as for the industrial world and other communities. 

One of the word searches uses the string match [10], [11], by utilizing the match string to get the number of 

words that are repeated from the initial data where the ranking applies according to the repetition of a word 

and is matched on a dictionary that has been labelled for look for the top-ranking word according to the 

labelled word in the dictionary. To facilitate the search, it is necessary to develop a new approach using 

mathematics where mathematics is the basic science of the computer itself. By utilizing modelling that serves 

to get an understanding or clarity of the mechanism in the problem so that it can predict events that will arise 

from a phenomenon. 

https://creativecommons.org/licenses/by-sa/4.0/
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2. MATERIAL AND METHOD 

2.1.  Document 

Every document on social media can be used for research purposes. A social media document has 

many interrelated contexts, including user-provided annotations containing information [12]. The annotation 

itself contains tags [13], time, place, title and others that are closely related to user posts. From the structured 

context into a social media document, it is used as a research source, especially text data to become a very 

valuable source of information [14]. Text is also the simplest type of representation of information. Text 

documents include text document classification, grouping, topic detection, and several other processes [15]. 

Usually, the document is symbolized by D, so if there are several documents it becomes D1, D2, 

D3… Dn. The document itself consists of a series of sentences that are interconnected with words, the word is 

symbolized by w. The number of words that may be obtained from a sentence so that it is symbolized by w1, 

w2, w3…. wn. 

 

2.2.  String matching 

String matching technique is a pattern search in natural language processing, text, image processing, 

pattern and speech recognition that are commonly used [16]. There will be terms that are often encountered 

in string matching, namely patterns and text. The string matching algorithm is used to match a text with other 

text [17], [18]. A simple example of string matching is: i) Pattern: Watch and ii) Text: I watch animated 

movies on TV. 

 

2.3.  Basic probability 

It is a statistical experiment which produces only one of many possible outcomes [19], [20]. The set 

of the whole possible oucames, the sample space is symbolized withl Ω. This sample space is also known as 

the set of events. Usually, a result can be denoted by ω. For an event probability is defined by P(.). For 

example, an experiment about choosing a word from a text "The definition of statistical experimentation can 

be widely stated as a process". So here the sample space is: 

 

Ω = {𝑎, 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙, 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡, 𝑐𝑎𝑛, 𝑏𝑒, 𝑏𝑟𝑜𝑎𝑑𝑙𝑦, 𝑑𝑒𝑓𝑖𝑛𝑒𝑑, 𝑎𝑠, 𝑎, 𝑝𝑟𝑜𝑐𝑒𝑠𝑠} (1) 

 

The incident occurred when choosing a word with: 

 

𝜔1 = 𝑎, 𝜔2 = 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑎𝑙, 𝑤3 = 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡, … , 𝜔10 = 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 (2) 

 

The total word count of the text is 10, or it is also known as the cardinality of Ω. Then it can be defined that 

the probability of choosing a word, for example, “experiment”, is written 𝑃(𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡) =  
1

10
 or it can be 

written as: 

 

𝑃 =
𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒𝑠 𝑜𝑓 𝑐ℎ𝑜𝑜𝑠𝑖𝑛𝑔 𝑡ℎ𝑒 𝑤𝑜𝑟𝑑 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡

𝑇ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑣𝑒𝑛𝑡𝑠 𝑡ℎ𝑎𝑡 𝑐𝑎𝑛 𝑜𝑐𝑐𝑢𝑟
 (3) 

 

While the probability of choosing the word “a”, P(a) is 
2

10
, because the number of words “a” in the text 

is 2. The complement of Ω is the incident of Ω not occured and symbolized by Ω𝑐 with the note that 𝑃(Ω) =
1 − 𝑃(Ω𝑐). Moreover P (D|R) defines the conditional distribution of D where R is known. Furthermore, ∅ 

represents the empty set, that is ∅= {}. Suppose D and R are two occurrences of the sample space Ω, finite with 

N elements, this can be expressed as a Venn diagram as shown in Figure 1. The combination of events between 

D and R, can be described by D ∪ R, where either event D or R or both occur [21]. 

In case of D ∩ R, the intersection of occurrence D and R [22]. Here, they are considered mutually 

exclusive when the matter of one event prevents another’s event as shown in Figure 2. If the object is in 

ellipse R, what is the probability that the object is also in D. In order to be in D, the object must also be in 

slice D ∩ R. Therefore, the probability is equal to the number of components in |D ∩ R|, split by those in R, 

i.e., |R|. Officially the pattern is as (4): 
 

𝑃(𝐷|𝑅) =
|𝐷∩𝑅|

|𝑅|
=

|𝐷∩𝑅| |Ω|⁄

|𝑅| |Ω|⁄
=

𝑃(𝐷∩𝑅)

𝑃(𝑅)
 (4) 

 

2.4.  Architecture research 

To be directed and precise according to the rules, it is limited by general architectural research as 

shown in Figure 3. So, the discussion will be more focused on what the author wants to get. From the figure, 

the following steps are obtained: 
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i)  Initial data from Twitter that is ready for use, where the data has been pre-processed previously [19], 

where pre-processing follows from the purpose of this study. 

ii) The preprocessing data is then ranked by word [23], where the assumption is that the word with repeated 

frequency is a word that refers to the habits of Twitter social media users. 

iii) The results of this ranking will be checked by the campus that has been prepared, normally checking is 

done using string matching. 

iv)  Here the research environment plays a role between word ranking activities and checking the dictionary, 

where a new model is made to get opportunities for user habits on Twitter social media. 

 

 

  
  

Figure 1. Sum of 2 events Figure 2. Mutually exclusive 

 

 

 
 

Figure 3. Architecture research 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Total probability theorem 

The total probability theorem should be first comprehended before starting to discuss about Bayes' 

theorem, theorem [24]. Starting with the regulation to add two events A and B, it is clear form Figure 1 and 

Figure 2 that the (5). Suppose that the sample space is subdivided in n independent occurrence Di, i=1.n, as 

seen in Figure 3. In Figure 3, it can be conluded if DR is expressed by R = (R ∩ D1) ∪ (R ∩ D2) ∪ (R ∩ D3) ∪ 

(R ∩ D4) ∪ (R ∩ D5) ∪ ∪ (R ∩ Dn) so that the total probability theorem can be obtained as: 

 

𝑃(𝐷 ∪  𝑅) = 𝑃 (𝐷) + 𝑃(𝑅) − 𝑃(𝐷 ∩ 𝑅) (5) 

 

=∑ 𝑃(𝑅|𝐷𝑖)𝑃(𝐷𝑖)𝑛
𝑖=1  (6) 

 

becomes 

 

P(R) = P(R|D) P(D) + P(R|Dc)P(Dc) (7) 

 

as D2 ∪ D3 ∪ ... ∪ Dn is the complement of D1. Bayes' theorem [25] can be described: 

Suppose |𝐷|  ≠ 0 dan |𝑅|  ≠ 0 The following conditions can be stated: 

 

𝑃(𝐷|𝑅) =  
|𝐷∩𝑅|

|𝑅|
= 

𝑃(𝐷∩𝑅)

𝑃(𝑅)
 (8) 

 

𝑃(𝑅|𝐷) =  
|𝑅∩𝐷|

|𝐷|
=  

𝑃(𝑅∩𝐷)

𝑃(𝐷)
 (9) 

 

where the press (8) and (9) is clear as: 

 

𝑃(𝐷 ∩ 𝑅) = 𝑃(𝐷|𝑅)𝑃(𝑅) = 𝑃(𝑅|𝐷)𝑃(𝐷) (10) 
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as the result: 

 

𝑃(𝐷|𝑅) =  
𝑃(𝑅|𝐷)𝑃(𝐷)

𝑃(𝑅)
  (11) 

 

When the sample Ω space can be split into a finite number of independent occurrences D1, D2, D3, D4, D5 

...Dn, and when R constitute an occurrence with P(R)>0, that is the combined subset of all Di, then for each 

Di, then for each Di, Bayes formula which can be generalized as: 

 

𝑃(𝐷𝑖|𝑅) =  
𝑃(𝑅|𝐷𝑖 )𝑃(𝐷𝑖)

∑ 𝑃(𝑅|𝐷𝑗)𝑃(𝐷𝑗)𝑛
𝑗=1

 (12) 

 

In (12) results from (11) due to the total probability theorem (6) and (7). With the recognized observational 

data, Bayes' theorem may be used to calculate the posterior probability of a hypothesis. 

 

3.2.  Naïve Bayes classification 

Naive Bayesian learning adverts to the formation of a Bayesian probability model, which applies the 

posterior class of probability to a case: P(Y=yj|X = xi). Naive Bayes classifier [26] applies this probability to 

give a case to a class. Implement Bayes' Theorem (11) and simplify the notation, it would be obtained: 

 

𝑃(𝑦𝑗|𝑥𝑖) =
𝑃(𝑥𝑖|𝑦𝑗)𝑃(𝑦𝑗)

𝑃(𝑥𝑖)
  (13) 

 

Where the numerator in the (13) is the combined probability of xi and yj (10). As a result, the denominator 

can be changed into: only use x, omit the index i for simplify: 

 

𝑃(𝐱|𝑦𝑗)𝑃 (𝑦𝑗) = 𝑃(𝐱, 𝑦𝑗) = 𝑃(𝑥1|𝑥2, 𝑥3, . . . , 𝑥𝑝, 𝑦𝑗) 𝑃(𝑥2|𝑥3, 𝑥4, . . . , 𝑥𝑝, 𝑦𝑗) 𝑃(𝑥𝑝|𝑦𝑗) 𝑃(𝑦𝑗) 

 

Suppose the individual xi is not dependent one another. This is a strong hypothesis that clearly is against 

practical application, and thus Naive-as the suggested name. This supposition leads to P(x1|x2, x3, ..., xp, yj) = 

P (x1|yj). So, the combined probability of x and yj is: 

 

𝑃(𝑥|𝑦𝑗) =  ∏ 𝑃(𝑥𝑘|𝑦𝑗)𝑃(𝑦𝑗)
𝑝
𝑘=1  (14) 

 

which can be entered into press (13), so that there are: 

 

𝑃(𝑦𝑗|𝑥) =  
∏ 𝑃(𝑥𝑘|𝑦𝑗)𝑃(𝑦𝑗)

𝑝
𝑘=1

𝑃(𝑥)
 (15) 

 

It should be noted that the denominator, P(x), has nothing to do with the category, for example for 

the categories yj and yl are the same. P(x) works to be a scale factor and convinces that the posterior 

probability P(yj|x) is appropriately scaled. If we focus in clear classification rules, that is, to accurately assign 

each case to a class, we only need to calculate the numerator of each class and choose the maximum value of 

this value. The regulation is called the posterior maximum rule (16). The result class is also called the 

posterior maximum class (MAP), for the case of x it is calculated as yˆ: 

 

𝑦 =  𝑎𝑟𝑔𝑚𝑎𝑥𝑦𝑗
∏ 𝑃(𝑥𝑘|𝑦𝑗)𝑃(𝑦𝑗)

𝑝
𝑘=1

̂  (16) 

 

The maximum likelihood probability of a word belonging to a certain category is set by (17): 

 

𝑃(𝑥𝑖|𝑐) =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑥𝑖 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠 𝑐 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠 𝑐 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡
  (17) 

 

According to Bayes' rule, the probability which a particular document corresponds to class ci is given by: 

 

𝑃(𝑐𝑖|𝑑) =  
𝑃(𝑑|𝑐𝑖)𝑃(𝑐𝑖)

𝑃(𝑑)
  (18) 

 

 



Int J Artif Intell  ISSN: 2252-8938  

 

A new approach to achieve the users’ habitual opportunities on social media (Arif Ridho Lubis) 

45 

If we use the assumption of conditional free simple form, that we know a class, the words are conditionally 

independent of each other. Because of this assumption, the model is called Naïve. 

 

𝑃(𝑐𝑖|𝑑) =  
∏ 𝑃(𝑥𝑖 |𝑐𝑗)𝑃(𝑐𝑗)

𝑃(𝑑)
 (19) 

 

Here xi is a word from the document. Classifier returns the class with the maximum posterior probability. 

 

3.3.  User 

To determine what is the probability that the selected word is a verb. So, to determine the probability 

of the verb obtained in the dictionary, it is necessary to first describe the following things. For users, do the 

following steps to get a new model, as: i) number of users: U; ii) with U: {𝑏1, 𝑏2, … , 𝑏𝑢 }; iii) average number of 

texts user: T; iv) with 𝑇 = 𝑡𝑏1 , , 𝑡𝑏2 , … , 𝑡𝑏𝑢; v) the meaning is 𝑡𝑏1is the text from user 𝑏1 , 𝑡𝑏2 is the text from 

user 𝑏2; vi) average number of words per user: W; vii) with 𝑊 = 𝑤𝑏1 , 𝑤𝑏2 , … , 𝑤𝑏𝑢; viii) average number of 

verbs from the dictionary: V; ix) so, for the whole community; x) the number of texts from all users is T.U; xi) 

the number of words for all users is W.U; xii) the order of occurrence of the word R; xiii) choose a word from 

the set W taken from the set of texts T from community U; xiv) the problem is to determine what is the 

probability that this selected word is a verb that belongs to the R occurrence ranking; and xv) the probability 

of choosing a word from the set W from the entire text is: 

 

𝑃(𝑤𝑏𝑖|𝑇) =  
𝑊𝑈

𝑇𝑈
  (20) 

 

Take the class 𝑡𝑏𝑗 where j=1,2,…, u is the text class that comes from user 𝑗 ∈ 𝑈. The probability 

that the class 𝑡𝑏𝑗  given that the word 𝑤𝑏𝑖 \ is in that class can be revised in conditional probability as: 

 

𝑃(𝑡𝑏𝑗|𝑤𝑏𝑖) =  
𝑃(𝑤𝑏𝑖 |𝑡𝑏𝑗)𝑃(𝑡

𝑏𝑗)

𝑃(𝑤𝑏𝑖)
 (21) 

 

In this equation 𝑃(𝑤𝑏𝑖|𝑡𝑏𝑗) =  
𝑊𝑈

𝑇𝑈
 (from the Press. 20). The probability of choosing class 𝑡𝑏𝑗 is 

1

𝑇
. While the 

probability of choosing the word 𝑤𝑏𝑖 is 
1

𝑊
. 

 

𝑃(𝑡𝑏𝑗|𝑤𝑏𝑖) =  
(𝑊𝑈

𝑇𝑈) 1 𝑇⁄⁄

1
𝑊⁄

  

 

or =  
(𝑊𝑈

𝑇𝑈) 𝑊⁄

𝑇
 

 

WU is the total number of words from all users, TU total number of texts from all users, W total 

number (words)/user, T total number (texts)/user. Now we want to determine that the selected word is a verb. 

The number of verbs in the dictionary is V. The probability of choosing a word 𝑤𝑏𝑖 knowing that it is a verb, 

is written as: 

 

𝑃(𝑤𝑏𝑖|𝑉) =  
𝑊𝑈

𝑉
 (22) 

 

and the probability that the word 𝑤𝑏𝑖  is contained in the V verb dictionary. 

 

𝑃(𝑉|𝑤𝑏𝑖) =  
𝑃(𝑤𝑏𝑖|𝑉)𝑃(𝑉)

𝑃(𝑤𝑏𝑖)
 

 

=
(𝑊𝑈

𝑉⁄ ) 1
𝑉⁄

1
𝑊⁄

 

 

=
(𝑊𝑈)𝑊

𝑉2
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So now what we want to determine is the probability that the word 𝑤𝑏𝑖  \ is included in the text of T 

and is included in the verb dictionary V. In other words, the word 𝑤𝑏𝑖 is a verb. 

 

𝑃(𝑤𝑏𝑖|𝑉, 𝑇) = 𝑃(𝑉|𝑤𝑏𝑖)𝑃(𝑇|𝑤𝑏𝑖) 

 

𝑃(𝑉|𝑤𝑏𝑖) 

 

Is the probability of selecting a verb from the user bi. That is 
𝑤𝑏𝑖𝑈

𝑣2  𝑊, 𝑃(𝑇|𝑤𝑏𝑖). It is the probability that the 

selected word from user bi comes from the text. That is 
𝑤𝑏𝑖

𝑇
 
𝑤𝑏𝑖

𝑇𝑈
. With this new model, we can get a new approach 

to find opportunities for user habits on Twitter social media, making it easier for us to analyze user habits. 

 

 

4. CONCLUSION 

User habits on Twitter social media can be used for new knowledge. The same as getting a model by 

getting a mathematical model to look for word opportunities in the text that are included in the verb 

dictionary to be able to get users' habits on Twitter social media. Where is very helpful in terms of finding 

user habits. The design of the new model 
𝑤𝑏𝑖

𝑇
 

𝑤𝑏𝑖

𝑇𝑈
 can be used to find user habits. In the future, with this 

model, users can get habits, so that it is useful for other things such as in the field of product promotion, 

communities that have the same habits and others. 
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 Dissolved gas analysis (DGA) is widely accepted as an effective method to 

detect incipient faults within power transformers. Gases such as hydrogen, 

methane, acetylene, ethylene and ethane are normally utilized to identify the 

transformer fault conditions. Several techniques have been developed to 

interpret DGA results such as the key gas method, Doernenburg, Rogers, 

International Electro Technical Commission (IEC) ratio-based methods, 

Duval triangles, and the latest Duval pentagon methods. However, each of 

these approaches depends on the experts' shared knowledge and experience 

rather than quantitative scientific methods, therefore different diagnoses may 

be reported for the same oil sample. To overcome these shortcomings, this 

paper proposed the use of decision tree method to interpret the transformer 

health condition based on DGA results. The proposed decision tree model 

employed three main fault gases; methane, acetylene, ethylene as inputs, and 

classified the transformer into eight fault conditions. The J48 algorithm is 

used to train and developed the decision tree model. The performance of the 

proposed model is validated with the pre-known condition of transformers 

and compared with the Duval triangle method (DTM). Results show that the 

proposed model delivers better precision and accuracy in predicting 

transformer fault conditions compared to DTM with 81% and 69% 

respectively. 
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1. INTRODUCTION 

Dissolved gas analysis (DGA) has been used extensively to assess the power transformer condition. 

The decomposition of paper and oil occurs due to high thermal and electrical stress on the transformer insulation 

system, producing gases that dissolve in the oil and decrease its dielectric strength [1]. The subsequent paper 

decomposition yields carbon monoxide (CO) and carbon dioxide (CO2). Hydrogen (H2), methane (CH4), 

acetylene (C2H2), ethylene (C2H4), and ethane (C2H6), on the other hand, are produced as a result of oil 

decomposition and the formation of faults [2], [3]. Every fault produces unique characteristic gasses that can be 

used to identify the faults and measure their severity [4], [5]. The low energy level, partial discharge, produces 

H2 and CH4 gases while the high energy level, arcing, can produce all gases including C2H2. On the other hand, 

high thermal fault produces gases C2H4 and C2H6 [1]. Thus, the nature of the fault can be determined based on 
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the type of gas generates. However, the analysis is not always straightforward because at the same time there is 

a possibility of more than one fault occurred [6]. 

On the basis of the DGA findings, various interpretation methods such as key gas method (KGM), 

Doernenburg ratio method (DRM), Rogers ratio method (RRM), International Electro Technical Commission 

(IEC) ratio method (IRM), Duval triangle method (DTM) [7], and Duval pentagon method (DPM) [8] have 

been established to determine the transformer's state. However, most of the aforementioned approaches use the 

DGA test statistics used by professionals to provide knowledge-based diagnostic recommendations, while other 

approaches are based on the theory of thermodynamics, which may not necessarily lead to the same conclusion 

for the same oil sample [9]. Several soft computing methods were suggested to remove these limitations in order 

to overcome those problems. 

To eradicate these shortcomings, artificial neural networks (ANN) [10]–[12], support vector machine 

(SVM) [13], [14] and fuzzy logic (FL) [15]–[17] were introduced. However, each of these methods also has 

some limitations. ANN is time-consuming, requires a large number of data samples to train the network 

properly to achieve consistent efficiency, requires a lot of time to learn and is prone to overfitting [18]. On the 

other hand, developing fuzzy rules and membership functions is tedious, and fuzzy outputs can be interpreted in 

a variety of ways that make analysis become complicated. In addition to being computationally expensive and 

complex, the key issue with SVM is the selection of the right function kernel [19]. Various kernel functions give 

different effects. This paper proposed another machine learning method, J48 decision tree to interpret DGA 

findings which offers a relatively quicker and less complex algorithm compared to SVM. Additionally, the 

structure of J48 decision tree is more comprehensible compared to ANN architecture. 

 

 

2. DECISION TREE 

Decision trees are one of the most effective methods in data mining for creating multiple covariates 

classification systems or for designing predictive algorithms for a target variable. This method is frequently 

used in numerous applications since it is user-friendly, straightforward, and stable even when missing values 

are present. In the decision tree method, a population will be classified into branch-like segments that create 

an inverted tree with a root node, internal nodes, and leaf nodes as shown in Figure 1 [20]. 

 

 

 
 

Figure 1. Decision tree model 

 

 

A root node, also called a decision node represents a decision that will allow all records to be 

subdivided into two or more mutually exclusive subsets. The output of those decisions which do not contain 

any further branches is known as leaf nodes. Each leaf node symbolizes the mark of the particular class. On 

the other hand, several possible decisions available in the tree structure which connected between the root 

node and leaf nodes are called internal nodes. 

Several decision tree algorithms like ID3, J48, CART, C5.0, SLIQ, SPRINT, random forest, and 

random tree have been developed for classification [21]. ID3, J48, and C5.0 algorithms implemented the top-

down decision tree construction concept to obtain the output, while the CART algorithm is based on binary 

decision tree construction [22]. In this work, the J48 decision tree algorithm is chosen to classify the fault 

types of the transformer. 

J48 decision tree or C4.5 algorithm developed by Ross Quinlan is an expansion of ID3 algorithm 

which allowed the target value of new test data to be decided with respect to the different attribute values of 

training data [20]. It improves the ID3 algorithm by dealing with both continuous and discrete attributes, 

missing values and pruning trees after construction. The J48 algorithm exploited a top-down greedy search 

through the given sets to test each attribute at every tree node [23]. 
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As a supervised learning algorithm, a set of example data that consists of relationships between 

input objects and the desired output value is required to develop the J48 decision tree model [24]. This 

dataset will be used for training purposes. J48 decision tree induction methods begin with a root node 

representing the entire data set and separating the data into smaller subsets recursively by checking at each 

node for a given attribute. A root node is picked based on the highest gain values obtained among all 

attributes, while the splitting process is executed by considering the characteristics that are related to the 

degree of ‘purity’ in the dataset. This process is repeated until the subsets are “pure”, whereas, all instances 

in the subset fall within the same class, at which time the tree growing is terminated. In the cases, where the 

stopping rules do not work well, then, the pruning process is conducted to decrease the classification errors 

[25]. Pruning is a process of removing the unnecessary nodes from a tree in order to get the optimal decision 

tree and also prevent the overfitting or underfitting rules been developed. The process of decision tree 

development using J48 algorithm is summarized in Figure 2. 

 

 

 
 

Figure 2. Flowchart of J48 (C4.5) algorithm 
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3. J48 DECISION TREE MODEL 

To establish a DGA interpretation model, a total of 500 data collected from various operating 

transformers under different operating, age and health conditions were used to train by the J48 decision tree 

algorithm. Instead of using all fault gases, the proposed model only concentrated on the three main gases; 

CH4, C2H2, and C2H4 as inputs attribute to interpret the transformer condition. These three gases are the same 

gases used in the DTM method. On the other hand, the output variable of the model that represents the 

transformer health conditions are classified into eight (8) categories as in Table 1. 

The process of developing a DGA interpretation model is summarized in Figure 3. The process 

began by training a set of 500 transformers data with the known fault condition using J48 algorithm to obtain 

the decision tree model. These 500 datasets consist of all fault categories stated in Table 1. This training was 

performed using cross-validation with 10 folds procedure to increase the effectiveness of the proposed 

interpretation model. 

 

 

Table 1. Proposed transformer fault classifications 
Fault id Fault description 

NF No fault 
PD Partial discharge 
D1 Low energy discharge 
D2 Arching 
DT Electrical-thermal 
T1 Low thermal fault 
T2 Medium thermal fault 
T3 High thermal fault 

 

 

 
 

Figure 3. Process of developing the proposed interpretation model 

 

 

The result of decision tree model generated with the J48 algorithm shows that the main attribute for 

the transformer faults among these three gases is C2H2, hence being selected as the root node in the model. 

The tree size of the developed model is 139 and consists of 70 leaves (leaf nodes). In the meantime, the 

developed decision tree model achieved 83.8% of correctness classified the transformer fault types whereas 

about 419 out of 500 datasets with 0.0619 and 0.1759 of mean absolute error (MAE) and root mean squared 
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error (RMSE) respectively. Detail prediction results are tabulated in the matrix as in Table 2. It can be seen 

that the proposed interpretation model developed was successfully classified each transformer fault type at an 

average of more than 80% except for D1, which a bit lower. 

 

 

Table 2. Training results of J48 decision tree model 

 J48 decision tree prediction 

D1’ D2’ DT’ NF’ PD’ T1’ T2’ T3’ 

A
ct

u
al

 

D1 32 16 0 1 1 1 0 0 

D2 3 138 0 4 1 1 1 2 
DT 0 1 8 1 0 0 0 0 

NF 0 0 1 39 0 2 0 0 
PD 1 2 0 1 30 3 0 0 

T1 3 0 0 3 3 93 1 7 

T2 1 1 0 0 0 3 13 4 

T3 0 2 2 0 0 7 1 66 

 

 

After the best possible decision tree model has been achieved, an additional 100 datasets of known 

transformer fault types are used to evaluate further the performance of the proposed model. The proposed 

interpretation model must succeed at least 80% accuracy in classifying the overall transformer fault types 

before its ready to be used. Otherwise, the model will be modified and the training process is repeated until it 

succeeds 80% of prediction accuracy. From 100 datasets, the proposed model is able to correctly classified 

81 of transformer faults as shown in Table 3, which equivalent to 81% of accuracy, hence surpassing the 

minimum requirement that has been agreed. 

 

 

Table 3. Validation results of the proposed j48 decision tree model 

 J48 decision tree prediction 

D1’ D2’ DT’ NF’ PD’ T1’ T2’ T3’ 

A
ct

u
al

 

D1 9 2 0 0 1 0 0 0 

D2 1 12 0 1 0 0 0 0 

DT 0 1 8 1 1 0 0 1 
NF 1 0 0 10 1 0 0 0 

PD 0 0 0 0 12 0 0 0 

T1 0 0 0 0 0 13 1 0 
T2 0 0 0 0 0 1 8 3 

T3 0 0 1 0 0 2 0 9 

 

 

4. RESULTS AND DISCUSSION 

In this section, the performance of the proposed interpretation model is compared with the DTM (as 

shown in Figure 4), which recognized as the best interpretation technique by industries so far. Although the 

latest improvement of DTM method is available, DPM, however its only works as a complementary to 

existing DTM, and does not replace it [8]. To evaluate the performance of both methods, another set of 65 

transformers data with known fault conditions were used to examine the prediction accuracy. The confusion 

matrix is employed to analyze the performance of both methods in classifying the fault types. The confusion 

matrix is a table that reports the number of True positive (TP), True negative (TN), False positive (FP), and 

False negative (FN) which permits the visualization of classification accuracy and the performance of the 

method. The following are definitions of those terms: 

i)  TP: Cases in which correctly predicted Yes 

ii)  TN: Cases in which correctly predicted No 

iii)  FP: Cases in which predicted Yes, but actually is No 

iv)  FN: Cases in which predicted No, but actually is Yes. 

The precision, recall, and F-measure are performed to examine the classification performance. The 

precision is to quantify the number of positive class predictions that actually belong to the positive class, 

while the recall will quantify the number of positive class predictions out of all positive examples in the 

dataset. On the other hand, F-measure provides a single score that balances both the concerns of precision 

and recall in one number. In the meantime, the accuracy of a classifier is referred to the probability of the 

method correctly predicting the actual fault of the transformer. The precision, recall, F-measure, and accuracy 

can be computed as: 
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𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (1) 

 

𝑟𝑒𝑐𝑎𝑙𝑙 = (
𝑇𝑃

𝑇𝑃+𝐹𝑁
) (2) 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 (4) 

 

 

 
 

Figure 4. Duval triangle method diagram 

 

 

Table 4 and Table 5 show the confusion matrix obtained for DTM and J48 Decision tree model 

respectively for 65 datasets of the transformer. According to Table 4, the DTM was successfully diagnosed 

42 out of 65 cases, while the remaining cases were wrongly classified. On the other hand, the J48 model 

gives a better prediction with 53 out of 65 cases were correctly classified as shown in Table 5. Further 

analysis is shown in Table 6, whereas the precision, recall, F-Measure, and accuracy for each fault class are 

been analyzed. 

 

 

Table 4. DTM confusion matrix 

 J48 decision tree prediction 

D1’ D2’ DT’ NF’ PD’ T1’ T2’ T3’ 

A
ct

u
al

 

D1 8 0 0 0 0 0 2 0 

D2 3 8 3 0 0 0 0 1 
DT 0 0 2 0 0 0 1 0 

NF 0 0 0 0 0 1 2 1 

PD 0 0 2 0 1 0 0 1 
T1 0 0 1 0 1 6 1 2 

T2 0 0 0 0 0 0 6 0 

T3 0 0 0 0 0 0 1 11 

 

 

Based on Table 4, it is noticed that the DTM is precisely classified the actual T2 fault (correctly 

classified 6 out of 6). However, it also frequently misinterprets other faults as T2, hence reducing the recall 

and accuracy of DTM in classifying T2 fault. In contrast with T1 results, although the DTM only manage to 
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correctly classified 6 out of 11 cases, however there is only 1 case where DTM is wrongly predicted. 

Therefore, the accuracy of DTM in classifying T1 fault is higher than T2. From results, it also noticed that 

the most truthfully classified by DTM is T3 with F-measure and accuracy are 0.79 and 0.65 respectively. The 

overall accuracy for DTM in classifying the fault types is only 40%. 

On the other hand, the proposed J48 decision tree model has an average of 81% precisely classified 

fault types. The most precise class predicted by the J48 model is NF with 100% (4 out of 4) correct and 

followed by T3 with 92% (11 out of 12). Different from DTM, the J48 model generates more consistent 

interpretation results whereas the average recall achieved about 83%. The lowest recall is given by T2 

whereas it is wrongly classified two cases as T2, which suppose to be T1 and T3. In the meantime, the 

proposed J48 model shows better accuracy compared to DTM with 69%. 

 

 

Table 5. The proposed model confusion matrix 
 J48 decision tree prediction 

D1’ D2’ DT’ NF’ PD’ T1’ T2’ T3’ 

A
ct

u
al

 

D1 8 1 0 0 1 0 0 0 
D2 2 12 0 1 0 0 0 0 

DT 0 0 2 0 0 0 0 1 

NF 0 0 0 4 0 0 0 0 
PD 1 0 0 0 3 0 0 0 

T1 0 1 0 0 0 8 1 1 

T2 0 1 0 0 0 0 5 0 

T3 0 0 0 0 0 0 1 11 

 

 

Table 6. Precision, recall, f-measure and accuracy results comparison between DTM and the proposed J48 

model 

Fault types Precision Recall F-measure Accuracy 
DTM J48 DTM J48 DTM J48 DTM J48 

D1 0.80 0.80 0.73 0.73 0.76 0.76 0.62 0.62 
D2 0.53 0.80 1.00 0.80 0.70 0.80 0.53 0.67 
DT 0.67 0.67 0.25 1.00 0.36 0.80 0.22 0.67 
NF 0.00 1.00 0.00 0.80 0.00 0.89 0.00 0.80 
PD 0.25 0.75 0.50 0.75 0.33 0.75 0.20 0.60 
T1 0.55 0.73 0.86 1.00 0.67 0.84 0.50 0.73 
T2 1.00 0.83 0.46 0.71 0.63 0.77 0.46 0.63 
T3 0.92 0.92 0.69 0.85 0.79 0.88 0.65 0.79 

Average 0.59 0.81 0.56 0.83 0.53 0.81 0.40 0.69 

 

 

5. CONCLUSION 

This paper proposes a J48 decision tree model to interpret the transformer fault types based on the 

dissolved gas analysis data. The proposed model has been developed using a set of transformer historical data 

with the pre-known health condition. Three fault gases, CH4, C2H4, and C2H2 are selected as inputs to the 

model and interpreted the transformer into eight fault classifications. The performance of the proposed model 

is evaluated using another sixty-five datasets and compared with the Duval Triangle method. Although the 

proposed model shows superior performance to DTM, however its accuracy can be improved further by 

considering more DGA samples during the training phase. Besides that, adding other fault gases such as H2 

and C2H6 also have the potential to enhance the model accuracy. However, by doing so, it may also increase 

the tree size and introduce overfitting issues if not considered carefully. 
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 In this paper, an experiment has been carried out based on a simple k-nearest 

neighbor (kNN) classifier to investigate the capabilities of three extracted 

facial features for the better recognition of facial emotions. The feature 

extraction techniques used are histogram of oriented gradient (HOG), Gabor, 

and local binary pattern (LBP). A comparison has been made using 

performance indices such as average recognition accuracy, overall 

recognition accuracy, precision, recall, kappa coefficient, and computation 

time. Two databases, i.e., Cohn-Kanade (CK+) and Japanese female facial 

expression (JAFFE) have been used here. Different training to testing data 

division ratios is explored to find out the best one from the performance 

point of view of the three extracted features, Gabor produced 94.8%, which 

is the best among all in terms of average accuracy though the computational 

time required is the highest. LBP showed 88.2% average accuracy with a 

computational time less than that of Gabor while HOG showed minimum 

average accuracy of 55.2% with the lowest computation time. 
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1. INTRODUCTION 

Among many modalities of human affective states, the facial expression remains a significant mode 

of communicating an individual's state of mind. Facial expression accounts for 55% of the entire emotional 

information as compared to 38% by discourse, and 7% by language [1], [2]. Among these modalities, the 

recognition of emotions using facial expression (RFE) remains a complex domain of research due to the 

absence of standard best features adequately describing these states. It remains significant in the area of 

human-machine interaction and design acknowledgment [3]–[5].  

There are two major approaches to facial emotion recognition as appearance and geometric-based 

model [6], [7]. However, the techniques based on geometric models do not consider the skin surface 

adjustments such as the significant wrinkles displaying the outward appearance. On the contrary, appearance-

based techniques utilize the whole face or unequivocal zones in the facial image to represent the shrouded 

information [8]–[10]. 

In this regard, the Gabor Filter is an appropriate strategy to recognize human expressive states with 

promising results earlier. The technique is suitable for extracting information on multi-scale, multi-course 

changes in an expressive facial surface while not disturbing the changes in brightness. It targets the 

prominent features of emotion by focusing on the variation in the edge and texture of an image [11], [12]. On 

https://creativecommons.org/licenses/by-sa/4.0/
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the contrary, the histogram of oriented gradient (HOG) process develops the histogram corresponding to each 

cell comprising several pixels by estimating the luminance gradient of each pixel. It is a geometric-based 

approach in which, the luminance gradient utilizes all the adjacent pixels such as the top, bottom, left, and 

right, to compute the magnitude and the direction of the variation in color intensity of a cell. The main 

properties of local binary pattern (LBP) are obstruction against brilliance changes and their computational 

ease [13]. However, the applicability of the HOG and LBP technique in RFE as compared to the Gabor filter 

under different training and testing data, orientation and Kappa coefficients can provide new insights to 

researchers, thus investigated here [14]. 

Classification algorithms play an important role in the identification of facial expressions (FE). 

Earlier literature in RFE has explored several classification mechanisms such as random forest, naive Bayes, 

support vector machine (SVM), Hidden Markov model (HMM), AdaBoost, multilayer neural networks, 

decision tree, K-nearest neighbors, and deep neural networks with excellent results [13]–[15]. Nevertheless, 

reliable, comprehensive, and faster classification algorithms are often chosen which should address the 

challenges of subject-dependency, variation in illumination, and the position of the head during the affective 

states [16]. 

Here Section 2 investigates the chosen feature extraction techniques in detail. Section 3 briefs the 

choice of the database whereas the reason for choosing the k-nearest neighbor (kNN) classifier has been 

provided in section 4. The simulation results using the chosen classifier and the extracted feature sets have 

been explained in section 5 and lastly, section 6 concludes the work with future directions. 

 

 

2. FEATURE EXTRACTION METHOD 

The facial image identification modeling is shown in Figure 1. It comprises several components 

meant for image acquisition, pre-processing, feature extraction, and classification. After clicking an FE 

image using a camera, it is pre-processed to minimize any variation due to the environment and other 

sources. The pre-processing step involves image-scaling, adjustment of contrast and brightness, and image 

enhancement. As the facial images of the chosen Japanese female facial expression (JAFEE) and Cohn-

Kanade (CK+) database have already been pre-processed, it is not required to involve this step here. This 

work explores the Gabor filter, LBP, and HOG. Feature extraction techniques to classify the FE states using 

facial images. The feature extraction techniques have been briefly explained in the following subsections. 

 

 

 
 

Figure 1. The facial image identification modeling 

 

 

2.1.  Histogram of oriented gradients 

HOG technique is considered here as it focuses on both local and global facial expression attributes 

in different orientations and scales. The features are sensitive to variations in the shape of an object unless the 

shape is consistent [17]. This piece of work utilizes nine bin histograms representing the directions and 

strength of an edge using 4×4 cells corresponding to each patch. These features of each active facial patch 

are appended to extract the desired feature vector [18]. 

For the pixel 𝑧(𝑠, 𝑡), the gradient is computed in the HOG approaches,  

 

𝐺𝑝 = 𝑧(𝑠 − 1, 𝑡) − 𝑧(𝑠 + 1, 𝑡) (1) 

 

𝐺𝑞 = 𝑧(𝑠, 𝑡 − 1) − 𝑧(𝑠, 𝑡 + 1) (2) 

 

The gradient magnitude is given by,  
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𝐺 = √𝐺𝑝
2 + 𝐺𝑞

2 (3) 

 

The orientation of the bin is given by,  

 

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛(𝐺𝑞 𝐺𝑝⁄ ) (4) 

 

Where 𝜃 denotes the bin angle. Both the magnitude and the bin angle are used to form the HOG 

feature vector. In this work, the size of each HOG cell is fixed at 8 × 16 pixels. This way, it is possible to 

focus on the variation of the shape of the eyes, mouth, and eyebrows that change more vertically during an 

emotional outburst. To choose the cell size, we begin with 22 pixels to 6464 pixels using all the possible 

variations in both vertical and horizontal dimensions and noting the RFE accuracy. The cell size of 816 has 

provided the highest accuracy, and hence is kept for further processing. It is observed that with an increase in 

cell size, there is a loss of image details, and the computation time increases. On the contrary, the feature 

vector dimension remains small and the computation time becomes faster with smaller-sized cells. 

 

2.2.  Local binary pattern 

LBP is a very popular, efficient, and simple texture descriptor that is used for many computer vision 

problems [19]. It can capture the spatial pattern along with the grayscale contrast using a simple thresholding 

technique, where the intensities of the neighboring pixels are compared with that of the center pixel resulting 

in a binary pattern termed LBP [20]. The basic LBP operation with a 3 × 3 window is expressed and 

demonstrated.  

 

𝐿𝐵𝑃(𝑥𝑐 , 𝑦𝑐) = ∑ 𝑠(𝑖𝑛 − 𝑖𝑐)2𝑛7
𝑛=0  (5) 

 

Where 𝑖𝑐 corresponds to the intensity of the central pixel (𝑥𝑐 , 𝑦𝑐), 𝑖𝑛 corresponds to the gray values of the 

eight closed pixels, and if 𝑖𝑛 − 𝑖𝑐> 0, then 𝑠(𝑖𝑛 − 𝑖𝑐) = 1, else 𝑠(𝑖𝑛 − 𝑖𝑐) = 0.  

The mathematical form is donated as,  

 

𝐿𝐵𝑃𝑃,𝑅
𝑈2 = ∑ 𝑆(𝑔𝑗 − 𝑔𝑐)2𝑗𝑝−1

𝑗=0  (6) 

 

where the gray value of the jth pixel is 𝑔𝑗 and the gray value of the ith pixel is 𝑔𝑐 respectively, S(x) is a unit 

step function defined. 

 

𝑆(𝑥) = {
1, 𝑖𝑓(𝑥 ≥ 0)

0, 𝑖𝑓(𝑥 < 0)
  

 

The multi-goal examination can be accomplished by picking various estimations of R and P.  

Figure 2 shows three diverse sweeps of LBP administrators. From left to right, they are 𝐿𝐵𝑃4,1
𝑈2, 𝐿𝐵𝑃8,1

𝑈2, 

and 𝐿𝐵𝑃8,2
𝑈2 operators respectively. 

 

 

 
 

Figure 2. An example of a basic LBP operation 
 

 

After applying the LBP operator to an image, the histogram is calculated,  

 

𝐻𝑖 = ∑ 𝐼(𝑓1(𝑥, 𝑦) = 1), i =  0, . . . , n − 1𝑥,𝑦  (7) 

 

Here n= different labels and,  

 

𝐼(𝐴) = {
1, 𝐴 𝑖𝑠 𝑇𝑟𝑢𝑒
0, 𝐴 𝑖𝑠 𝐹𝑎𝑙𝑠𝑒
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2.3.  Gabor filters 

Gabor filter is a linear filter and is described by the spatial and frequency domain representation of 

the signal. It can provide important information on emotions as the filter can approximate the human's 

perception adequately [21]. It can be expressed as a combination of the complex exponential function and the 

2D Gaussian function. 
 

𝑓(𝑎, 𝑏) = 𝑒𝑥𝑝 (−
𝑎1

2+𝛾2𝑏1
2

2𝜎2 ) 𝑒𝑥𝑝 (𝑗 (2𝜋
𝑎1

𝜆
+ 𝜑)) (8) 

 

Where 𝑎1 = 𝑎𝑐𝑜𝑠𝜃 + 𝑏𝑠𝑖𝑛𝜃 and 𝑏1 = −𝑎𝑠𝑖𝑛𝜃 + 𝑏𝑐𝑜𝑠𝜃. Here 𝜃, 𝜆, 𝜑, 𝜎, and 𝛾 denotes the orientation in 

degrees, wavelength, phase offsets, standard deviation, and the spatial aspect ratio respectively. Using the 

real component of (8), the expression for the Gabor filter becomes,  
 

𝑓(𝑎, 𝑏) = 𝑒𝑥𝑝 (−
𝑎1

2+𝛾2𝑏1
2

2𝜎2 ) 𝑐𝑜𝑠 (2𝜋
𝑎1

𝜆
+ 𝜑) (9) 

 

this work develops the Gabor filters using a 39 × 39 size pixel window. Earlier researchers in this direction 

have employed approximately seven or eight different values of 𝜃 and four to five different values of 𝜆. 

However, for our purpose, three different values of 𝜆 = {3, 8, 13} and four different values 𝜃 = {0,
π

4
,

𝜋

2
, 𝜋} 

have been chosen after a few iterations while keeping the parameters 𝛾 =  0.5, 𝜎 =  0.56𝜆, and 𝜑 =  0 as 

constant [22]. The input image 𝐼 is convolved with Gabor filter 𝑓 to extract the Gabor features 𝐹 for a 

specific 𝜃 and 𝜆. 
 

𝐹𝜆,𝜃 = 𝐼 ∗ 𝑓𝜆,𝜃 (10) 

 

 

3. PROPOSED METHOD 

3.1.  Japanese female facial expression (JAFFE) database 

The JAFFE database is easily accessible and has been chosen by several researchers in the RFE, 

which makes the comparison platform uniform, hence considered here. The images are stored on a grayscale 

with a resolution of 256 × 256. The happy, disgust, fear, angry, neutral, sad, and surprising emotional 

expression samples from the JAFFE database has been provided in Figure 3. We have considered 188 images 

consisting of six basic emotions in this work. 

 

 

 
 

Figure 3. Sample images of the JAFFE database 

 

 

3.2.  CK+ database 

The extended CK+ information base contains outward appearances of 123 college students. In the 

information base, we chose 928 picture groupings from 123 subjects, with 1 to 6 feelings for every subject. 

There are 928 images comprising 135 anger, 207 joy, 84 sad, 249 surprises, 75 fears, and 177-disgust FEs. 

Figure 4 provides the sample images of CK+ emotional expressive states. 

 

3.3.  Classification 

kNN is a non-parametric supervised learning algorithm meant for classification as well as 

regression. It relies on the concept of feature similarity to classify new data meaning. In this, the new data 
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will be assigned a class based on how closely it matches the data in the training set [23]. It allocates the 

feature variable to the designated class based on a distance measure such as the Euclidean norm. For vectors 

𝑝 = (𝑝1, 𝑝2 … … … 𝑝𝑚) and 𝑞 = (𝑞1,𝑞2 … … … 𝑞𝑚), the distance norm can be expressed as,  

 

𝑑(𝑝, 𝑞) = √∑ (𝑝𝑗 − 𝑞𝑗)
2𝑚

𝑗=1  (11) 

 

 

 
 

Figure 4. Sample images of CK+ emotional expressive states 

 

 

4. RESULTS AND DISCUSSIONS 

The kNN classifier has been utilized to order the extracted feature sets into six different basic 

emotions. Different training and testing data division ratios such as 70%/30%, 60%/40%, 50%/50%, 

40%/60%, and 30%/70% have been trialed from the chosen JAFFE and CK+ database to access the best 

possible recognition accuracy with the classifier. A data division ratio of 70%/30% has provided the desired 

level of accuracy and hence retained for this work. Figure 5 compares kNN accuracy using the extracted 

feature sets with different data division ratios for JAFEE and CK+ Dataset. Figure 5 (a) shows the kNN 

accuracy for the JAFEE dataset whereas Figure 5 (b) shows the accuracy for the CK+ dataset. 

 

 

  
(a) (b) 

 

Figure 5. The comparison of kNN accuracy using the extracted feature sets with different data division ratios 

for, (a) JAFEE dataset and (b) CK+ dataset 

 

 

Training and testing were carried out on three sets of features, i.e., HOG, LBP, and Gabor with a 

kNN classifier separately. The performance of the classifier was found on each feature set independent of the 

others with CK+ as well as the JAFFE database. The feature potential can be measured indirectly from the 

execution of the classifier as far as average recognition accuracy, overall accuracy, precision, recall and 

kappa coefficient. All these can be calculated from the confusion matrix, which reflects the number of 

correctly identified facial emotions along the diagonal. Sample confusion matrixes displaying the classifier 

performance with HOG and LBP features are displayed in Figure 6 for the CK+ database. Figure 6 (a) 

provides the kNN confusion matrix using the HOG feature vector, whereas Figure 6 (b) shows the confusion 

matrix using the LBP vector. Similarly, Figure 7 (a) displays the confusion matrix using Gabor features for 

the CK+ database whereas Figure 7 (b) shows the matrix for the JAFFE database. The confusion matrices 

have been computed for the kNN classifier for the JAFFE dataset with the HOG vector in Figure 8 (a) and 

LBP features in Figure 8 (b). 
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(a) (b) 

 

Figure 6. The testing confusion matrix using kNN classifier for CK+ dataset using, (a) HOG feature set and 

(b) LBP feature set 
 

 

  
(a) (b) 

 

Figure 7. The testing confusion matrix using kNN classifier with Gabor feature set for, (a) CK+ dataset and 

(b) JAFFE dataset 
 

 

  
(a) (b) 

 

Figure 8. The testing confusion matrix using kNN classifier for JAFFE dataset using, (a) HOG feature set and 

(b) LBP feature set 
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The proposed schemes have been implemented on an intel ® core ™ i3-2330M CPU, 220 GHz 

laptop with 4GB RAM, and 64-bit OS using MATLAB R2018b. The various performance parameters used in 

this paper are defined. From this, we will better discriminate the features. 

a. Overall Accuracy – it is the ratio of the number of correctly classified individuals to the total number of 

individuals tested. 

 

OA= 
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+ 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  

 

b. Average Accuracy – Average accuracy can be written as the sum of accuracies of each class divided by the 

total number of the available classes present. 

c. Precision – Precision is given as,  

 

Precision = 
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
  

 

d. Recall – it is given as,  

 

Recall = 
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+ 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  

 

e. Kappa Coefficient (K) – Kappa coefficient is a statistic used to measure the agreement between two or 

more observers [24]. The value of 𝐾 < 0 conveys no unity, the gain lying 0–0.20 indicates low unity, the 

gain value lying 0.21–0.40 conveys good unity, the gain lying 0.41–0.60 gives moderate unity, the gain lying 

0.61–0.80 gives substantial unity, and the gain lying 0.81–1 gives almost best unity [25]. 

f. Testing Time – Total time required for testing samples. Table 1 and Table 2 show the recognition 

accuracies of individual emotions for kNN based on three different feature schemes for CK+ and JAFFE 

datasets respectively. The surprise state has shown the highest accuracy using kNN+HOG and kNN+LBP as 

observed in Table 1. However, the fear and happy states have outperformed other chosen states using the 

Gabor+kNN for both the datasets when Table 1 and Table 2 are compared. 

Table 3 and Table 4 display all the performance parameters of the three schemes used for the CK+ 

and JAFFE databases respectively. From these Tables, it is clear that the Gabor feature yields around 94% 

recognition accuracy which is the best among all and may be attributed to the image-enhancing capability of 

the Gabor transform, thus making the task easier for the classifier. The recognition accuracy of HOG based 

scheme is the lowest due to its limited structural information while the LBP-based scheme falls in between. It 

can also be observed that computation time has been highest for the scheme based on the Gabor feature 

because of its multi-resolution capability whereas it has been lowest for the HOG-based scheme. 

 

 

Table 1. The percentage recognition accuracy of 

individual emotion for the CK+ database 

Table 2. The percentage recognition accuracy of 

individual emotion for the JAFEE database 
Emotions kNN+HOG kNN+LBP kNN+Gabor 

Anger 87.5 92.5 92.5 
Happy 83.9 94.4 100 

Disgust 84.9 68.1 73.9 

Sad 60.0 88.7 93.5 

Fear 73.9 84.0 100 

Surprise 94.7 98.6 96.0 
 

Emotion kNN+HOG kNN+LBP kNN+Gabor 

Anger 33.33 88.88 100 
Sad 44.44 55.55 88.88 

Happy 60.00 90.00 100 

Disgust 12.50 87.50 87.50 

Surprise 66.66 77.77 100 

Fear 55.55 77.77 77.77 
 

 

 

Table 3. Performance comparison of three different feature extractors for CK+ database 
Feature Overall accuracy Average accuracy Precision Recall Kappa Coefficient Computation Time in sec. 

HOG 84.53 80.81 0.80 0.82 0.80 2.1 
LBP 90.65 90.31 0.90 0.92 0.88 2.2 

Gabor 94.24 92.66 0.92 0.94 0.92 4.0 

 

 

Table 4. Performance comparison of three different feature extractors for JAFFE database 
Feature Overall accuracy Average accuracy Precision Recall Kappa Coefficient Computation Time in sec. 

HOG 46.29 45.41 0.45 0.47 0.35 1.6 

LBP 79.62 79.58 0.79 0.81 0.75 2.1 

Gabor 92.59 92.36 0.92 0.94 0.91 4.5 

 



          ISSN:2252-8938 

Int J Artif Intell, Vol. 12, No. 1, March 2023: 57-65 

64 

5. CONCLUSION 

This paper is an outcome of a survey conducted on three prominent feature extraction techniques 

used in PC vision and image processing issues for the task of emotion recognition from FE image datasets. 

The extracted feature sets from the JAFFE and CK+ datasets have been used to simulate the simple kNN 

classifier due to its ease of implementation and faster response. The application of the Gabor filter to binary 

images enhances the image to the desired standard, thus making the emotional models reliable and simple. 

Though there exist several challenges in the RFE system, a tremendous scope still exists. These developed 

models can be utilized effectively in automated teller machine (ATMs), identifying fake voters, passports, 

visas and driving licenses. It can also be applied in defense, identifying students in competitive exams as well 

as in private and government sectors. It can be inferred that the multi-resolution Gabor filters remain 

computationally expensive as compared to simple filters such as HOG and LBP, however, it has an improved 

recognition accuracy. The result can be extended in the future to other efficient feature extraction techniques 

that can describe facial expressive states adequately. 
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 A neural network-based parking system with real-time license plate detection 

and vacant space detection using hyper parameter optimization is presented. 

When number of epochs increased from 30, 50 to 80 and learning rate tuned 

to 0.001, the validation loss improved to 0.017 and training object loss 

improved to 0.040. The model means average precision mAP_0.5 is improved 

to 0.988 and the precision is improved to 99%. The proposed neural network-

based parking system also uses a regularization technique for effective 

predictive modeling. The proposed modified lasso ridge elastic (LRE) 

regularization technique provides a 5.21 root mean square error (RMSE) and 

an R-square of 0.71 with a 4.22 mean absolute error (MAE) indicative of 

higher accuracy performance compared to other regularization regression 

models. The advantage of the proposed modified LRE is that it enables 

effective regularization via modified penalty with the feature selection 

characteristics of both lasso and ridge. 
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1. INTRODUCTION 

With the rapid increase of car users the need for parking system with predictive modeling that allows 

learning by analyzing past user information is becoming essential. Prediction models are required since 

machine learning algorithms can predict future parking demand and the behavior of the parking users. 

Moreover, with trained neural network-based parking system license plate detectors, the parking system license 

plate detection and classification will improve with you only look once (YOLO) neural-network algorithm. 

YOLO provides real-time license plate detection [1]–[5]. Du et.al. [1] published work emphasis the need to 

have a multi-plate processing and detection [1] where YOLO can do that with increased speed and accuracy 

[6]–[8]. Masood et.al. published [9] work presents license plate detection and recognition using convolution 

neural network (CNN) with only 93.4% accuracy. Silva and Jung [3] published work presents license plate 

detection and recognition using CNN without optimizing neural-network hyperparameters [3]. Hyperparameter 

optimization is performed on the proposed general-purpose graphic unit (GPU)-based neural-network real-time 

parking system object detection. Also, other published work [4], [10] do not include hyperparameter 

optimization in their neural network processing. Nyambal and Klein their automated parking space detection 

using CNN achieving a 95.5% accuracy without license plate detection [10]. Fukusaki et.al. [11] also presented 

their published work on parking space detection using CNN without license plate detection [11].  

Acharya et.al. [12] published work descirbes parking system with parking space neural network detection 

https://creativecommons.org/licenses/by-sa/4.0/
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achieving high accuracy of 99.7% without any predicitive modeling processing [12]. Lin et.al. [13] and  

Idris et.al. [14] and Sarangi et.al. [15] in their published work presented a survey of smart parking system 

without any proposed design implementation. Applying existing machine learning in smart parking 

applications is investigated in [16]–[20]. However, they look at the data analytics without proposing a system 

implementation. Other published work [21]–[23] do not propose a machine learning model algorithm.  

Simhon et.al. [24] present smart parking system with predictive modeling in their published work without 

neural network object detection [24]–[26] published work describes parking system with predicitive modeling 

without license plate and parking space neural network detection. Other published work [27], [28] propose 

parking system implementation without looking at the machine learning data analytics algorithms and do not 

propose predictive modeling in their post processing system. 

 

 

2. REAL-TIME NEURAL NETWORK OBJECT DETECTION WITH HYPERPARAMETER 

OPTIMIZATION 

Hyperparameter optimization is applied to determine the optimal values of hyperparmaters such as 

optimal learning rate and the number of epoch in order to improve precision and accuracy [29]–[32]. Figure 1 

shows neural network-based parking system real-time license plate detection with YOLO. YOLOv5 which is 

based on PyTorch framework provides real-time object detection with high accuracy and speed [6], [7]. 

 

 

 
 

Figure 1. Neural network-based parking system real-time license plate detection 

 

 

As shown in Figure 1 neural network-based parking system real-time license plate detection with 

YOLO is based on PyTorch framework provides real-time object detection with higher accuracy and speed [5], 

[7], [29]–[32]. YOLO takes the in a single instance by the framework and divides it into a grid with each grid 

having a dimension of n by n. Then places bounding box in the residual blocks and then determines the 

intersection over union (IOU). YOLO uses IOU to provide an output box that surrounds the object. YOLO 

then predicts the class probabilities for these boxes and their coordinates unlike CNN. After classification and 

localization are applied on each grid then the data that is labelled are passed to the model in order to train it. 

We determine YOLO loss function with (1). 

 

 𝜆𝑐𝑜𝑜𝑟𝑑 ∑ ∑ 1𝑖𝑗
𝑜𝑏𝑗(𝑥𝑖 − 𝑥′𝑖)2 + (𝑦𝑖 − 𝑦′𝑖)2B

𝑗=0
𝑆2

𝑖=0  (1) 

 

Then the bounding box location (x, y) is determined with (2), when there is object the 1𝑖𝑗

𝑜𝑏𝑗
is 1 and 0 when 

there is no object. 

 

+ 𝜆𝑐𝑜𝑜𝑟𝑑 ∑ ∑ 1𝑖𝑗
𝑜𝑏𝑗[(√𝑤𝑖 − √𝑤′𝑖)

2

+ (√ℎ𝑖 − √ℎ′𝑖)
2

B
𝑗=0

𝑆2

𝑖=0 ] (2) 

 

The bounding box size (w, h) when there is object can be determined with (3). 

 

+ ∑ ∑ 1𝑖𝑗
𝑜𝑏𝑗(𝐶𝑖 − 𝐶′𝑖)

2B
𝑗=0

𝑆2

𝑖=0  (3) 

 

The confidence when there is object is determined with (4).  

 

+ 𝜆𝑐𝑜𝑜𝑟𝑑 ∑ ∑ 1𝑖𝑗
𝑛𝑜𝑜𝑏𝑗(𝐶𝑖 − 𝐶′𝑖)

2B
𝑗=0

𝑆2

𝑖=0   (4) 
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1𝑖𝑗

𝑛𝑜𝑜𝑏𝑗
is 1 when there is no object, 0 when there is object. The class probabilities when there is object is 

determined with (5). 

 

+ ∑ 1𝑖𝑗
𝑜𝑏𝑗𝑆2

𝑖=0 ∑ (𝑝𝑖(𝑐) − 𝑝′
𝑖
(𝑐))

2
𝑐 є 𝑐𝑙𝑎𝑠𝑠𝑒𝑠   (5) 

 

 

3. REAL-TIME OBJECT DETECTION WITH HYPERPARAMETER OPTIMIZATION 

In training neural network algorithm during learning model, it is important to look at the loss function 

in order to get intuition about how the neural network detection and classification are learning. Hyperparameter 

optimization is applied to determine the optimal values of hyperparmaters such as optimal learning rate and 

the number of epochs in order to improve precision and accuracy [33]. In training algorithm, epoch training 

setting start with 10 epochs then 50 and then 80 epochs. Epoch can be defined as how many times you pass 

once for learning the entire complete dataset through the neural network. The model is incrementally trained 

with more epoch which is increased in intervals of 10, 30, 50 and 80. Figure 2 shows the loss function with 

optimized hyperparameter learning rate as the number of epochs is increased. If we train the model with a lot 

of epochs this leads to overfitting of training model, whereas if we train the model with little epochs this leads 

to underfit model. 

 

 

 
 

Figure 2. Loss function with optimized hyperparameter learning rate and number of epochs [33] 

 

 

The learning-rate parameter decided how big step should be taken when searching for an optimal 

solution. The learning rate is tuned during hyperparameter optimization to improve the loss-function as shown 

in Figure 2 less learning-rate would require lots of epochs which increase the training time, however more 

learning-rate require fewer epochs. We adjust the learning rate during training incrementely from high to low 

once we get closer to the optimal solution. We adjust the learning rate during training from high to low once 

we get closer to the optimal solution. 

Validation loss is the loss calculated on the validation set, when the data is split using cross-validation 

[33]. If validation loss gets worse that indicates overfitting as can be seen in Figure 2. As long as the validation 

loss and training loss continues to improve, we keep optimizing the hyperparameters. The objective is to make 

the validation loss as low as possible to improve model accuracy. Learning rate adjust the weights and it will 

converge slower with lower value of the learning. 

One of the most common evaluation metrics that is used in neural network object detection is 'mAP', 

which stands for 'mean average precision. A good mAP indicates a stable consistent model. Figure 3(a) and 

Figure 3(b) show the precision and the mean average precision for both training loss and validation loss 

performance as epoch is increased. We want to make the validation loss as low as possible to improve model 

accuracy. Figure 3(a) shows precision performance and Figure 3(b) shows mAP performance as the number of 

epochs is increased. As can be seen in Figure 3 when number of epochs increased from 30 to 50 and then to 80 

the model mean average precision mAP_0.5 is improved to 0.99 and the precision is improved to 99%.  

Figure 4(a) shows training object loss and Figure 4(b) shows training class loss performance as the number of 

epochs is increased. 
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Figure 3. Accuracy performance as the number of epochs is increased (a) precision and (b) mAP 

 

 

 
 

 
 

Figure 4. Accuracy performance as the number of epochs is increased (a) training object and  

(b) training class loss 
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As can be seen in Figures 5(a) and 5(b) when number of epochs increased from 30 to 50 and then to 

80 and learning rate tuned to 0.001, the validation object loss improved to 0.017 and training object loss 

improved to 0.040. Figure 5(a) shows validation object loss and Figure 5(b) shows validation class loss 

performance as the number of epochs is increased. As can be seen in Figures 6(a) and 6(b) when number of 

epochs increased from 30 to 50 and then to 80 and learning rate tuned to 0.001, the validation box loss improved 

to 0.018 and training box loss improved to 0.017. Figure 6(a) shows training object loss and Figure 6(b) shows 

validation object loss performance as the number of epochs increased. 

 

 

 
 

 
 

Figure 5. Accuracy performance as the number of epochs is increased (a) validation object loss and  

(b) validation class loss 

 

 

The GPU-based neural network parking system real-time license plate detection with hyper parameter 

optimization model accuracy performance is shown in Table 1. When number of epochs increased from 30 to 

50 and then to 80 and learning rate tuned to 0.001, the validation loss improved to 0.017 and training object 

loss improved to 0.040. Model mean average precision mAP_0.5 is improved to 0.988 and the precision is 

improved to 99%. 

 

 

Table 1. Real-time neural-network object detection accuracy performance 
Epoch Learning Rate mAP Validation Object Loss Training Object Loss Precision 

30 0.00001 0.652 0.030 0.060 0.50 
50 0.0001 0.966 0.014 0.034 0.91 

80 0.001 0.988 0.017 0.040 0.99 
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Figure 6. Accuracy performance as the number of epochs is increased (a) training box loss and (b) validation 

box loss 

 

 

4. PREDICTIVE MODELING WITH REGULARIZATION TECHNIQUES 

Figure 7 shows the proposed parking system with GPU processing using Nvidia Jetson Nano 

connected to artificial intelligence (AI) camera. The machine learning linear models provide a simple approach 

to predictive modeling. An overfit model is a model that fits the training dataset well but not the testing dataset 

as shown in Figure 8. The proposed parking system shown in Figure 7 uses Nvidia Jetson Nano connected to 

AI camera ce IMX 219 module. The AI camera connected to the Jetson board. A live video from the AI camera 

provides the real-time feed for vacant space detection. The 128-core Maxwell architecture-based GPU process 

the real-time processing analytics on the Jetson nano. Machine learning linear models provide a simple 

approach to predictive modeling [34]. An overfit model is a model that fits the training dataset well but not the 

testing dataset as shown in Figure 8. Overfitting causes low model accuracy. Regularization techniques solve 

the problem of overfitting [33], [35]–[37]. 

 

 

 
 

Figure 7. Proposed neural network-based parking system with real-time parking space detection and 

predictive modeling 
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4.1.  Regularization techniques and overfitting 

The objective is to have a machine learning model that has low bias and has low variability to produce 

consistent predictions across different datasets. Regularization is used in the proposed model to find the sweet 

spot between a simple model and a more complex model. Figure 8 shows the trade off between variance and 

bias in minimizing the prediction error [33], [35]–[37]. 

 

 

 
 

Figure 8. Regularization techniques solve the problem of overfitting 

 

 

5. PROPOSED REGRESSION REGULARIZATION TECHNIQUE 

Multiple linear regression uses a set of predictor variables and a response variable to fit a model of 

the form [33], [35]–[37]. 

 

Y = β0 + β1 X1 + β2 X2 + … + βp Xp  (6) 

 

Y is the response variable and X is the predictor variable and βj is the slope. The values for β coefficients are 

chosen using the least square method which minimizes the residual sum of squares (RSS) [33], [35]–[37]. 

Regularization techniques function by penalizing the magnitude of coefficients along with minimizing the error 

between predicted and actual observations [38]. LASSO refers to least absolute shrinkable and selection 

operator [25]–[29], [31]. LASSO regularization is the process of adding a small modification to the cost 

function prevent the over-fitting problem as shown in (7) [33], [35]–[37]. 

 

J(m) = Σ (yi – ŷi)2 + λ.|slope|  (7) 

 

Where λ is the tuning parameter. 

Least squares regression attempts to find coefficient estimates that minimize the RSS. The yi is the actual and 

ŷi is the predicted value for the ith observation based on the multiple linear regression model [33], [35]–[37]. 

 

RSS = Σ (yi – ŷi)2  (8) 

 

Linear regression loss function is represented with Mean Squared Error function given by (9) 

 

RSS =
1

𝑛
 Σ (yi – ŷi)2 (9) 

 

Lasso is analogous to linear regression however it shrinks the coefficients of determination towards 

zero [33], [35]–[37]. Lasso lets you shrink and regularize these coefficients work on multiple datasets. Lasso 

regression seeks to minimize the following. Lasso lets you regularize these coefficients to work on different 

datasets. The second term in (5) is known as a shrinkage penalty. Lasso regression performs L1 regularization 

value. Ridge regularization is a variation of LASSO as the term added to the cost function is depicted (10) and 

(11). Ridge regression cost function model is given by[33], [35]–[37]. 
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RSS + λ. Σ |βj| (10) 

 

J(m) = Σ (yi – ŷi)2 + λ.|slope|2 (11) 

 

Ridge regression instead tries to minimize (12) 

 

RSS + λ. Σ βj
2 (12) 

 

Ridge regression performs L2 regularization as shown in (7). A generalization of the ridge and lasso 

penalties, called the elastic net, combines the two penalties in (5) and (7). Elastic net regression seeks to 

minimize the following. The proposed modified lasso ridge elastic (LRE) regression model combines together 

both L1 and L2 regularization instead tries to minimize (13) and (14). 

 

RSS + λ. Σ βj
2 + λ. Σ |βj|  (13) 

 

RSS + λ2. Σ βj
3/2 + λ. Σ |βj| (14) 

 

The advantage of the modified LRE penalty is that it enables effective regularization via modified penalty with 

the feature selection characteristics of lasso and ridge penalty. 

 

 

6. REGRESSION MODAL PARTIAL DERIVATIVES 

Linear regression equations needed to calculate the partial derivatives with respect to parameters of 

the loss function [38]. The values of model parameters m and b are updated using (15) and (16) [33], [35]–

[37]. The updated values will be the values with which each step reduces the difference between the true and 

predicted values. 

 
𝜕

𝜕𝑚
=

2

N
∑ −𝑥𝑖(𝑦𝑖  – (𝑚𝑥𝑖 + 𝑏))𝑁

𝑖=1   (15) 

 
𝜕

𝜕𝑏
=

2

N
∑ −(𝑦𝑖  – (𝑚𝑥𝑖 + 𝑏))𝑁

𝑖=1   (16) 

 

The values of model parameters m and b are updated using (17) to (20) [33], [35]–[37]. The updated 

values will be the values with which each step reduces the difference between the true and predicted values. 

Ridge regression equations needed to calculate the partial derivatives with respect to parameters of the loss 

function [33], [35]–[37]. 

 

𝑚 = m − 𝐿𝑟 .
𝜕𝐿

𝜕𝑚
  (17) 

 

𝑏 = b − 𝐿𝑟 .
𝜕𝐿

𝜕𝑏
   (18) 

 
𝜕𝐿

𝜕𝛽𝑜
= − ∑ 2(𝑦𝑖  –  𝛽𝑜 − ∑ 𝛽𝑗𝑥𝑗

𝑝
𝑗=1 )𝑁

𝑖=1    (19) 

 
𝜕𝐿

𝜕𝛽𝑗
= − ∑ 2(𝑦𝑖  –  𝛽𝑜 − ∑ 𝛽𝑗𝑥𝑗

𝑝
𝑗=1 )𝑁

𝑖=1 𝑥𝑖 + 2𝜆𝛽𝑗    (20) 

 

The proposed modified LRE regression model equations needed to calculate the partial derivatives 

with respect to parameters of the loss function. The advantage of the modified LRE penalty is that it enables 

effective regularization via modified penalty with the feature selection characteristics of lasso and ridge penalty 

as shown in Figure 9. Jupyter python was used for coding the machine learning regularization regression 

modified LRE model algorithm. Figure 9 shows the proposed modified LRE regression model with dataset and 

with different tuning parameter. 

 
𝜕𝐿

𝜕𝛽𝑜
= − ∑ 2(𝑦𝑖  –  𝛽𝑜 − ∑ 𝛽𝑗𝑥𝑗

𝑝
𝑗=1 )𝑁

𝑖=1    (21) 

 
𝜕𝐿

𝜕𝛽𝑗
= − ∑ 2(𝑦𝑖  –  𝛽𝑜 − ∑ 𝛽𝑗𝑥𝑗

𝑝
𝑗=1 )𝑁

𝑖=1 𝑥𝑖 + 1.5𝜆2𝛽𝑗
1/2

+ 𝜆  (22) 
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Figure 9. Proposed modified LRE regression model with dataset and with different tuning parameter 

 

 

Figure 10 shows the linear regression predictive modeling forecasts in orange and green. The orange 

and green curves in both Figure 10 and Figure 11 are the future forcasts of the proposed predictive model the 

modified LRE indicating its effectiveness. Figure 11 shows proposed modified LRE regression predictive 

modeling forecasts in orange and green. Table 2 shows the proposed modified LRE regularization technique 

accuracy of 5.21 root mean square error (RMSE) and an R-Square of 0.71 with a 4.22 mean absolute error 

(MAE) compared to other regularization models. 

 

 

 
 

Figure 10. Linear regression predictive modeling forecasts in orange and green for test predictions 

 

 

The neural network-based parking system with real-time license plate detection and vacant space 

detection using hyper parameter optimization is presented. When number of epochs increased from 30, 50 to 

80 and learning rate tuned to 0.001, the validation loss improved to 0.017 and training object loss improved to 

0.040. The model mean average precision mAP_0.5 is improved to 0.988 and the precision is improved to 
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99%. The proposed neural network-based parking system also uses a regularization technique for effective 

predictive modeling. The proposed modified LRE regularization technique provides a 5.21 RMSE and an R-

square of 0.71 with a 4.22 MAE indicative of higher accuracy performance compared to other regularization 

regression models. The advantage of the proposed modified LRE is that it enables effective regularization via 

modified penalty with the feature selection characteristics of both lasso and ridge. 

 

 

 
 

Figure 11. Proposed modified LRE regression predictive modeling forecasts in orange and green for test 

predictions 

 

 

Table 2. Machine learning regression model accuracy performance for test predictions 
Regression model RMSE R-Squared MAE 

Lasso Regression 5.45 0.66 4.52 

Ridge Regresson 5.48 0.65 4.54 

Elastic net Regresson 5.37 0.68 4.42 
Linear Regression 5.72 0.63 4.67 

Proposed Modified LRE Regression 5.21 0.71 4.22 

 

 

7. CONCLUSION 

The A neural network-based parking system with real-time license plate detection and vacant space 

detection using hyper parameter optimization has been presented. The model means average precision 

mAP_0.5 is 0.988 and the precision is 99%. The proposed neural network-based parking system uses a 

regularization technique for effective predictive modeling. The proposed modified LRE regularization 

technique provides a 5.21 RMSE and an R-square of 0.71 with a 4.22 MAE indicative of higher accuracy 

performance compared to other regularization regression models. The advantage of the proposed modified 

LRE is that it enables effective regularization via modified penalty with the feature selection characteristics of 

both lasso and ridge. 
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 Facial expression is a kind of nonverbal communication that conveys 

information about a person's emotional state. Human emotion detection and 

recognition remains a major task in computer vision (CV) and artificial 

intelligence (AI). To recognize and identify the many sorts of emotions, 

several algorithms are proposed in the literature. In this paper, the modified 

Viola-Jones method is introduced to provide a robust approach capable of 

detecting and identifying human feelings such as angerness,sadness, desire, 

surprise, anxiety, disgust, and neutrality in real-time. This technique captures 

real-time pictures and then extracts the characteristics of the facial image to 

identify emotions very accurately. In this method, many feature extraction 

techniques like gray-level co-occurrence matrix (GLCM), linear binary 

pattern (LBP) and robust principal components analysis (RPCA) are applied 

to identify the distinct mood states and they are categorized using a 

convolution neural network (CNN) classifier. The obtained outcome 

demonstrates that the proposed method outperforms in terms of determining 

the rate of emotion recognition as compared to the current human emotion 

recognition techniques. 
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1. INTRODUCTION 

The human facial expression is one of the most essential and effective component of Inter-personnel 

communique. Facial expressions are quite costly. There is merely 7% of the total significant in a verbalized part 

of the message, 38% of the total signal in tone and 55% in portrayed [1]–[3]. Extracted features is very 

extensively utilized in surveillance, biometric, psychiatric, military and human-computer interaction (HCI) [4]. 

Facial images are exploited to recognize the type of emotion in humans. Anger, sadness, happiness, surprise, 

fear, disgust, and neutral are the seven primary emotions. Human facial expressions [5]–[8], can be used to 

identify the aforementioned states of emotion. Recognizing the human feelings is the important task. Several 

researchers have worked on the detection of age, sex and feelings from facial features [9]. Detection of different 

human emotions using facial expressions is a difficult task. The capacity of the system to differentiate between 

several faces is a frequent requirement in human-computer interaction. Until recently, computer vision issues 

were extremely difficult. With the advent of technology, the challenges in computer vision (CV) due to changes 

in lighting, ageing, hair, and other accessories [10], have become uncomplicated. Face recognition software, on 

the other hand, is used to enhance ease of access by identifying and verifying individuals based on their facial 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2252-8938 

Int J Artif Intell, Vol. 12, No. 1, March 2023: 79-86 

80 

attributes.Thus understanding facial attributes is vital for CV-based applications. These attributes and 

expressions helps for classifying the facial emotions. Artificial intelligence (AI) systems are employed on the 

basis of current technology innovations since these systems are capable of identification of emotion through 

facial characteristics [11]. Human emotion detection is still an active research area because of the current 

technology innovations for HCI in deep learning or convolution neural network (CNN) prototypes [12]–[14]. 

Various techniques are necessary to detect and categorize human faces, but deep learning methodology is better 

than other methods because of its huge capacities of varied datasets and quick computing capabilities [15]. 

Typically, the face recognition and classification involves several phases such as pre-processing, detection, 

feature extraction and classification. A voila-jones (V-J) technique is used for extracting the features by 

classifying images with emotion. This is usually followed by emotion classification using Haar and CNN [16]–

[18]. The representation of extracted facial images with databases is the main shortcoming for the analyzying 

the features of lips and eye and the 2-D image. To overwhelme this shortcoming, the extracted images can be 

investigated with region of interest (ROI) [19]. Facial expression recognition (FER) can be done using 

statistical-unsupervised techniques like Independent component analysis (ICA) and genetic algorithm. Genetic 

algorithm is a feature enhancing technique that carry out for foreseeing Facial emotions [20]. Around 55% of 

total facial emotions is verified to contribute for social connections. Some of the limitations of the V-J algorithm 

includes a lack of accurate face and facial part recognition owing to lighting and variation issues. It also suffers 

from an inability to recognize a face and facial parts due to a fast shift in scene illumination and being too 

sensitive to stiff features in pictures. With low-resolution pictures and uneven lighting variations of the images, 

the updated algorithm V-J recognizes the face and facet part closely [21]. With an extremely low fictional rate 

and a high real-time video detection rate, it is quite resilient. It was suggested that the eye and mouth features 

are very important facial features which the algorithm extracts very effectively. When it comes to detecting 

different human emotions, it's quite accurate. 

 

 

2. PROPOSED METHODOLOGY 

In the proposed work, a distinctive technique is used for FER system using CNN. It consists of 3 

important phases; face recognition, feature extraction followed by emotion classification. A video is taken as 

an input where the images can be extracted from the input video and then pre-process each of the images. 

The Gabor filter is used for removing the unwanted noise, blur and shadow from the original images. After 

pre-processing, the face detection is carried out using the modified V-J algorithm. There are four stages 

present in the modified V-J algorithm namely, Haar feature selection, Integral Image creation, AdaBoost 

training and cascading classifier. The Haar-feature is useful to apply on input face images to check whether 

the faces are present or not in an image. It can be computed as result of addition of all image pixels, and then 

subtracted to obtain a unique value. If the unique value is greater than the range, then it implies the human 

face is recognized. Creation of Integral Image is used for evaluating the sum-up of pixels in a particular area 

of interest of an image. Adaboost is used for generating the robust classifiers from feasible classifiers. It is 

not only used to reduce the detection of false positive rate but also decreases the difficulty due to the 

presence of redundant features. Cascade structure is not only utilized for removal of the false positive images 

as well as utilized to inspect the occurrence of a face in a specific part of an image. This is followed by 

extraction of features from the image by gray-level co-occurrence matrix (GLCM) and linear binary pattern 

(LBP). Afterwards, the required feature is selected using principle component analysis (PCA). The particular 

features are fed to the CNN classifier for classification. The output from the CNN classifier is the type of 

emotion in the image in question.  

The most important phase in FER is face detection to identify all emotions efficiently using the 

modified V-J algorithm. The face and emotion can be detected using the proposed algorithm. Extracting the 

features plays a importance in the FER system as a result of enhancing the accuracy of Feeling detection 

techniques. There are many extraction techniques such as LBP, GLCM, gray level weight matrix (GLWM), 

traditional gabor filter (TGF) and daubechies wavelet packet features (DBWP). In the proposed 

methodology, extraction of feature techniques such as GLCM and LBP are used for classifying the texture. 

Using GLCM dissimilarity, correlation, mean, entropy, variance, average angular second moment, 

homogeneity, contrast, energy, standard deviation and maximum probability features are extracted. LBP is 

used as texture operator which symbols the image pixels through adopting the process of thresholding the 

neighborhood of each pixel. The output of LBP is obtained in the form of binary. Due to discernment of 

power and computational simplicity [22], LBP is a widely used method in real time applications. The 

popularity of LBP is due to its robustness toward monotonic varies in gray-scale due to light illumination 

change. In LBP every pixel value p is compared with the radial distance r of its N neighbors. There are N 

comparisons for each pixel p and the output for each can be expressed as: 
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𝐿𝐵𝑃 (𝑚, 𝑛)  =  ∑ 𝑠7
𝑝=0 𝑥(gc-gp)2𝑙 (1) 

 

where, ‘gc’ corresponds to the value of grey scale in the centrally located pixel (xc, yc) and ‘gp’ to the grey 

scale values of the eight 

 

𝑠(𝑧) = {
1, 𝑧 ≥  0
0, 𝑧 <  0

 (2) 

 

neighboring pixels. p is the number of neighboring pixels, s(z) is a threshold function. After feature 

extraction, feature selection is used to upgrade the performance of the classifier. robust principal components 

analysis (RPCA) technique is employed for extracting the features from face images and also used to reduce 

the dimensionality of face images. It is a numerical method that tranforms a set of correlated N face images 

to a set of eigen face images.  

The RPCA was formulated as a non-convex optimization problem defined as, 

 

𝑎𝑟𝑔  min𝐿,𝑆𝑟𝑎𝑛𝑘(𝐿) + 𝜆||𝑆||0 s.t D=L+S (3) 

 

A set of face images are in training, then it is denoted with large eigenvalues through the greatest 

eigenfaces for accurate estimation of the face. After this step the result of eigenfaces, each face image can be 

indicated by permutation of eigenfaces, followed by symbolization in the form of vectors. The input features 

are compared with standard features of dataset for FER. The features are classified using CNN classifier. 

CNN comprises sequences of convolutional layers, the output which is correlated only to native areas in the 

input. This is carried-out through sliding filter, or weighted-matrix with respect to the input. For every point, 

CNN computing the product of convolution between the input and filter [23], [24]. 

Figure 1 show the block diagram of the proposed FER system. Initially from real time video, facial 

image will be captured than fed to pre-processing. In the next stage face detection is done using modified V-J 

method. Facial feature extraction is done using GLCM and LBP. These methods were also used to 

distinguish the texture information of images and hence it improves the classification performance. The 

feature selection using RPCA method is done. The RPCA is a feature selection technique which is used for 

ease the dimensionality of face data. This step is followed by feeding the image to CNN classifier, where the 

real time image will be compared with database to detect the facial expression more effectively. Figure 2 

shows the flowchart of the proposed methodology, which is self explanatory. 

 

 

 
 

Figure 1. Block diagram of the proposed FER system 

 

 

3. RESULTS AND DISCUSSION 

The proposed work is implemented using the technical computing environment MATLAB. The 

datasets were collected from Kaggle and karolinska directed emotional faces (KDEF) databases [25]. This 

dataset comprises 215 images with 7 facial emotions such as happy, sad, surprise, disgust, angry, fear and 

neutral. The real-time images are used as input images. In the beginning, pre-processing step is used for 

removal of unwanted images as well it smoothen the images from input datasets using the Gabor filter. For 

FER, the modified V-J algorithm is used to vary the image intensity and window size. The AdaBoost is not 

only used to reduce the detection of false positive rate but also decreases the difficulty due to the presence of 
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redundant features. CNN classifiers are used to classify effectively the different emotion statuses of the input 

images effectively. The proposed technique yielded an accuracy validation of 95.6%. 

The Kaggle and KDEF databases are used as shown in Figure 3, the training and testing sets can be 

divided through cross-validation. In this validation, the whole database is segregated into three identical sets 

of images. The segregation is random in nature. Then two sets are combined to use as a training data set. The 

remaining section of the dataset is used for the testing phase. Figure 4 shows the accuracy and log loss plot of 

CNN during Training. From figure one can notice the quality of performance of a model as the number of 

iterations of optimization progresses. Accuracy metric is used to measure the performance in an interpretable 

way. It is a degree of how accurate the model’s likelihood is compared to the correct data. Figure 5 shows 

Adaboost plot, which gives the relationship between false positive rate and true positive rate. Adaboost is 

used for adjusting the weights of classifiers during training. The process is repeated as training process 

iterates. This step ensures that the accuracy of predictions of unusual observation. It is also used to boost the 

performance of any machine learning algorithm. Figure 6 shows the bargraph of performance of different 

classifiers for the selected dataset. We can see that CNN has higher performance value among the compared 

classifiers for the chosen comparision matrix.  

 

 

 
 

Figure 2. Flowchart of proposed methodology 

 

 

3.1.  Performance analysis 

The performance of the proposed work is quantitatively evaluated using the parameters like precision, 

sensitivity, specificity, accuracy and recall. The confusion matrix of the facial emotion detection is constructed 

as shown in Table 1 for the merged image. The experimental results show that the proposed technique 

efficiently detects the facial expressions with high accuracy as compared to the current techniques. Table 2 

shows the region of interest and its corresponding real time image. The classification of emotion is displayed 

above the input image. Table 3 shows the accuracy outcome of CNN classifiers to be more effective in detecting 

emotions compared to k-nearest neighbor (KNN) and artificial neural network (ANN) classifiers. 
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Figure 3. Sample dataset used for the proposed work 

 

 

 
 

Figure 4. Accuracy and log-loss plot of CNN during training 

 

 

 
 

Figure 5. Adaboost plot 
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Figure 6. Comparative result of different classifiers 

 

 

Table 1. Confusion matrix of CNN 
 Target class  

  1 2 3 4 5 6 7  

O
u

tp
u
t 

cl
as

s 

1 45 
13.1% 

0 
0.0% 

1 
0.3% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

97.8% 
2.2% 

2 1 
0.3% 

47 
13.7% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

0 
0.0% 

1 
0.3% 

95.9% 
4.1% 

3 1 

0.3% 

1 

0.3% 

47 

13.7% 

0 

0.0% 

1 

0.3% 

0 

0.0% 

0 

0.0% 

94.0% 

6.0% 
4 0 

0.0% 

0 

0.0% 

0 

0.0% 

46 

13.4% 

0 

0.0% 

1 

0.3% 

0 

0.0% 

97.9% 

2.1% 

5 0 
0.0% 

1 
0.3% 

0 
0.0% 

0 
0.0% 

48 
14.0% 

0 
0.0% 

1 
0.3% 

96.0% 
4.0% 

6 0 

0.0% 

0 

0.0% 

1 

0.3% 

3 

0.9% 

0 

0.0% 

48 

14.0% 

0 

0.0% 

92.3% 

7.7% 
7 2 

0.6% 

0 

0.0% 

0 

0.0% 

0 

0.0% 

0 

0.0% 

0 

0.0% 

47 

13.7% 

95.9% 

4.1% 

  91.8% 

8.2% 

95.9% 

4.1% 

95.9% 

4.1% 

93.9% 

6.1% 

98.0% 

2.0% 

98.0% 

2.0% 

95.9% 

4.1% 

95.6% 

4.4% 

 

 

Table 2. Real time output results of different classifiers 
Classifier Real time output 1 Real time Output2 Real time Output3 

ANN 

    
KNN 

  

 

CNN 

   

 

 

Table 3. Performance analysis of different classifiers 
Performance metrics (%) KNN ANN CNN 

Accuracy 16.39 42.6 94.46 

Sensitivity 36.36 68.18 97.96 

Specificity 12 37 93.8 
Precision 8.33 19.23 72.73 

Recall 36.36 68.18 97.96 

F-measure 13.56 30 83.48 

G-mean 20.89 50.21 95.9 
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4. CONCLUSION 

The performance evaluation of the proposed modified V-J algorithm is carried out with suitable 

datasets to find the facial emotions from the realtime data-image and also to categorize different emotions. For 

FER, LPB, GLCM, and RPCA based feature extraction techniques are applied to extract details from face 

images for reognizing each facial emotion. The entire system is trained and classified using CNN classifiers for 

FER. The performance of the proposed approach is estimated through the parameters like specificity, 

sensitivity, precision, recall, and accuracy. The results obtained show that the proposed method efficiently 

detects emotions in the face images using CNN with an accuracy of 95.33% for different input images. 
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 Autonomous vehicle is one the prominent area of research in computer 

vision. In today’s AI world, the concept of autonomous vehicles has become 

popular largely to avoid accidents due to negligence of driver. Perceiving the 

depth of the surrounding region accurately is a challenging task in 

autonomous vehicles. Sensors like light detection and ranging can be used 

for depth estimation but these sensors are expensive. Hence stereo matching 

is an alternate solution to estimate the depth. The main difficulties observed 

in stereo matching is to minimize mismatches in the ill-posed regions, like 

occluded, texture less and discontinuous regions. This paper presents an 

efficient deep stereo matching technique for estimating disparity map from 

stereo images in ill-posed regions. The images from Middlebury stereo data 

set are used to assess the efficacy of the model proposed. The experimental 

outcome dipicts that the proposed model generates reliable results in the 

occluded, texture less and discontinuous regions as compared to the existing 

techniques. 
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1. INTRODUCTION 

Autonomous vehicles are a prominent research topic in the computer vision. It is necessary to correctly 

measure the three-dimensional (3D) view of the surrounding region of the vehicle in real time to make a driving 

decision. Precision of the depth map is crucial for the safety measure of autonomous vehicles. In these vehicles 

the depth details of the surrounding region are usually extracted using the hardware like light detection and 

ranging sensors. These sensors are expensive to install and also have certain drawbacks that may lower the 

standard of the depth information. These sensors do not provide additional information like traffic light color 

which plays a major role in decision making. Computer vision based stereo matching could be an alternate 

solution to overcome this drawback. The aim of stereo matching is to find matching pixels of images from 

different viewpoints and then estimate the depth [1]–[3]. It finds its applications in augmented reality, robotics, 

3D reconstruction [4]–[9]. Stereo vision tries to imitate the process in the human eye and the human brain. A 

scene taken from two cameras displaced horizontally will form two slightly separate projections. Disparity is the 

horizontal displacement in an object. A map that contains displacement of all pixels in an image is known as 

disparity map. Depth of a scene can be estimated from this disparity map. 

https://creativecommons.org/licenses/by-sa/4.0/
mailto:deepashetty17@nitte.edu.in
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In recent past many stereo algorithms were proposed [10]–[12]. A classic stereo algorithm mainly 

follows three steps namely: computing the pixel wise features, construction of cost volume followed by post- 

processing. Traditional stereo matching methods are grouped as local, global and semi-global methods. Local 

methods rely on low level pixel features to compute the similarity in the cost computation step. They estimate 

the correspondence by means of a window or support region [13]–[15]. Since the pixel wise characterization 

play a major factor, a wide variety of these representations are used by researchers varying from a simple rgb 

representation of pixels to the other descriptors like census transform, scale invariant feature transform. 

Segment based super pixel technique is proposed in [16]. After finding the edges and matching cost, adaptive 

support weight is used in cost aggregation. It proposes dual path refinement to correct disparities. Stereo 

matching based on adaptive cross area and guided filtering with orthogonal weights (ACR-GIF-OW) is 

proposed in [17]. These techniques are computationally less expensive but do not produce accurate results in 

the texture less, discontinuous and occluded areas. 

A Global methods handle texture less regions or uneven surfaces by including smoothness cost. 

Global methods make use of global energy function. The energy function is minimized step by step to 

compute disparity by assuming matching as a labelling problem. The pixels are considered as nodes and 

disparity estimated is considered as labels. The global methods use data and smoothness term to compute the 

energy function to produce smooth disparity. Graph cut [18], dynamic programming [19] and belief 

propagation [20] are the classic global matching algorithm. A tree structure is proposed in [21] named 

pyramid-tree that performs cross regional smoothing and handling region of low texture. In addition, they 

used log angle for cost computation which is robust to inconsistencies. The performance of global methods is 

limited because these approaches depend on hand-crafted features and hence do not produce accurate results. 

Convolutional neural network (CNN) is popular in different vision [22]–[24] applications. These 

methods are widely used in stereo matching. It improves the performance as compared to traditional 

methods. Kendall et. al. [25] the authors presented an architecture that learns disparity without regularization. 

Features are extracted automatically using CNN without any manual intervention. These features are used to 

perform stereo matching, that can handle texture less regions or uneven surfaces. Eigen et. al. [26] made use 

of basic neural networks to determine depth of a scene. They used AlexNet architecture to generate coarse 

map. Another network is followed that performs local refinements. The work proposed in [27] included the 

process of multi-stage framework that combined random forests and CNN. An architecture named neural 

regression forest is used to find depth from single input image. It allows parallel training of all CNN. Finally, 

a bilateral filter was used to obtain a refined disparity map. A similar concept is presented in [28] where 

many tiny neural networks were trained across overlapping patches. DispNet is one of the basic networks 

used for disparity estimation. A cascading residual learning network is used in [29] that extend the DispNet 

structure. It is obtained by using DispFullNet and DispResNet. The initial stages of CNN uses DispNet with 

an additional up convolution module. This help to extract more information. The next stage generates 

residual signal that helps in refinement. A trainable network is explained in [30]. It uses a robust 

differentiable patch match internal structure that discards most disparities without performing cost volume 

evaluation fully. This reduces search space and increases memory and time efficiency. The main drawbacks 

of existing methods are that the ill posed regions are not handled effectively. In the proposed method CNN is 

combined with optimization technique. CNN is used to replace the the hand-crafted term with the learned 

features. The output of CNN is used to calculate the unary and smoothness cost. Smoothness cost is added by 

taking the information from the neighboring pixels. Smoothness cost estimates the contrast-sensitive 

information to get a smooth disparity map. Post processing is performed to handle occlusion. 

In stereo vision, the areas visible in one view may not be visible in another. It is often difficult to 

reconstruct such regions in one image by looking at the other. The losses computed in these areas are noisy, 

leading to inaccurate results specifically in the occluded areas. Disparity refinement is implemented to 

enhance the accuracy of matching in ill posed areas. The left-right consistency check is the common method 

used to identify and handle the outliers. Even though several methods were proposed in the past to enhance 

the efficiency of matching, the low accuracy problem especially in the ill posed areas has not been handled 

very well. In order to handle these areas, post processing is performed by means of a generative adversarial 

network (GAN) model put forward by Goodfellow [31]. GAN is a structure used for training generative 

model. It uses the concept of min-max game. The two models namely generator model and a discriminative 

model is used to analyze the distribution of data. The generator tries to understand the distribution which is 

almost same to the real distribution of data. The ability to generate high quality image by GAN makes it 

applicable in several image processing applications. An encoder decoder structure is used for training in 

reconstructing the images. This model can produce various realistic representation of input by altering the 

attribute values. A conditional adversarial network [32] can be used for image translation. This translation 

converts the image from one representation to the other such as day to night. 
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We propose a hybrid CNN based deep stereo network model (CDSN) to estimate the disparity map 

that can produce accurate results. Loopy belief propagation is used to compute initial disparity map from 

features extracted from CNN. A generative neural network is used to handle the ill posed regions in the 

disparity map. The generated images look more realistic and closer to ground truth disparity map. The 

obtained result show that the proposed CDSN model handle the ill posed regions like discontinuities in the 

image boundaries and occluded areas effectively. The proposed model outperforms the other existing 

techniques on Middlebury dataset [33]. The paper is organized in a manner, section 2 explains the proposed 

CDSN model. Section 3 depicts the results of proposed model. The conclusions of the paper are presented in 

section 4. 

 

 

2. METHOD 

A CNN based model is proposed for stereo matching to find disparity map. The features extracted 

from CNN is used to compute the unary cost and smoothness cost. Global energy function is adapted to get 

the initial disparity map. A GAN model is used to handle ill posed region. Table 1 depicts the list of symbols 

with its description. The flow chart of proposed model is displayed in Figure 1.  

 

 

Table 1. Symbol table 
Symbol Description 

D(di) Unary cost at pixel ‘i’ 

Vi
l Left feature vector 

Vi
r Right feature vector 

S(di,dj) 

α and β 

msg t i→j(di) 
D(p, q) 

Ep,q 

G(p,r) 
Ep,r 

Dg 

Dt 

T 

Smoothness cost 

Smoothness constants 

Message from pixel ‘i’ to ‘j’ at iterations ‘t’ 
discriminator 

Expected values of all real data instances 

generator 
Expected values of all generated instances 

Ground truth disparity map 

Estimated disparity map 
Threshold value 

N Total number of pixels 

 

 

 
 

Figure 1. Flowchart of the CDSN model 
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2.1.  CNN feature extraction 

Conventional algorithms for stereo matching focuses on hand crafted features which leads to 

inadequate image information. CNN is used for the various vision problems including stereo matching. The 

CNN can extract local context better, hence it is robust to any photometric differences. The feature 

descriptors are extracted from rectified stereo images using a pre-trained visual geometry group (VGG-16) 

model [34]. The VGG-16 model is trained using ImageNet dataset which contains 14 million labelled images 

that are of high resolution that belong to 1,000 classes. The output of the 9th layer is used for stereo matching 

in the proposed model as it presents an appropriate feature space for computing disparity. VGG-16 uses a 

max pool layer that select the maximum element from the input map using a filter of 2×2. The first and 

second layers include 64 channels of 3×3 kernel size which is followed by max pool function of stride 2, 2. 

The third and fourth layers include 128 channels of 3×3 kernel followed by max pool function of stride 2, 2. 

The next three layers include 256 channels of 3×3 kernel that is followed by max pool function of stride 2, 2. 

Eighth and ninth layers include 512 channels of 3×3 kernel size. An N-dimensional feature vector is obtained 

for every location of pixel. 

 

2.2.  Initial disparity map estimation 

The extracted feature descriptors are used to determine the matching cost of every pixel in left 

feature map. We search horizontally along the right feature map for the best matching value. The matching 

unary cost is calculated using the Euclidian distance of two feature descriptors using (1). 

 

𝐷(𝑑𝑖) = 𝑚𝑖𝑛‖𝑉𝑙 − 𝑉𝑟‖ (1) 

 

Unary cost may not yield optimal result in the texture less, repetitive patterns, discontinuity regions. 

The smoothness cost is used to smoothen the unary cost. Many smoothening techniques is proposed in the 

recent past. Most of these methods use random variables to have the disparity of a pixel, which encodes 

smoothness cost based on some standard constant. The smoothness cost is estimated based on neighbouring 

pixel information. The smoothness cost penalizes the inconsistent disparity values. The smoothness cost is 

computed using (2),  

 

𝑆(𝑑𝑖 , 𝑑𝑗) =
∝ ∗ (𝑑𝑖−𝑑𝑗)

2

(𝑑𝑖−𝑑𝑗)
2

+𝛽
 (2) 

 

Let 𝑃 represent pixels in the image. The initial disparity map 𝑑𝑖 of each pixel 𝑖 ∈ 𝑃 is estimated using energy 

function 𝐸 

 

𝐸(𝑑) = ∑ 𝐷(𝑑𝑖) + ∑ 𝑆(𝑑𝑖 , 𝑑𝑗)(𝑖,𝑗)∈𝑁𝑖∈𝑃  (3) 

 

The proposed method uses max product variation of loopy belief propagation (LBP) [20] to obtain 

the best disparity map. LBP is an algorithm based on assigning label to each pixel imposing global 

constraints and message passing. This is an iterative method where the messages are passed to left, right, top 

and bottom in each iteration. In each iteration t, the message is passing from pixel i to pixel j using (4),  

 

𝑚𝑠𝑔𝑖→𝑗
𝑡 (𝑑𝑖) = 𝑚𝑖𝑛𝑑𝑖

[𝐷(𝑑𝑖) + 𝑆(𝑑𝑖 , 𝑑𝑗) +  ∑ 𝑚𝑠𝑔𝑎→𝑖
𝑡−1(𝑑𝑖)𝑎∈𝑁(𝑖)\𝑗 ] (4) 

 

Here 𝑎 represents all neighbours of 𝑖 except 𝑗 

Belief is calculated by (5).  

 

𝐵𝑒𝑙𝑖𝑒𝑓(𝑑𝑖) = 𝐷(𝑑𝑖) +  ∑ 𝑚𝑠𝑔𝑘→𝑖
𝑇 (𝑑𝑖)𝑘∈𝑁(𝑖)  (5) 

 

The values 𝑑 ranges from 0 to maximum disparity range and 𝑘 represent neighbours of pixel 𝑖 . The 

smooth disparity is obtained for iteration 𝑇 that minimizes the 𝐵𝑒𝑙𝑖𝑒𝑓(𝑑𝑖 ). It is observed that the 

minimization of energy became constant after 10 iterations. Hence the proposed algorithm used 10 iterations.  

 

2.3.  Disparity refinement using GAN 

The GAN network is used to refine the disparity. This refinement model is used to handle ill posed 

regions. The GAN can perform learning task automatically by identifying various patterns or irregularities 

from the input data. GANs have the ability to handle missing data such as occluded pixels in the disparity 

map. The two sub models in GAN are generator and discriminator. The generator model generates new 
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samples and discriminator model checks if the generated samples are similar to ground truth map. In the 

proposed model the network learns through ground truth. The architecture of this refinement technique is 

given in Figure 2.  

 

 

 
 

Figure 2. Architecture of disparity refinement technique 

 

 

The proposed model uses Pix2Pix GAN model [32]. Pix2Pix GAN is simple and can produce high 

quality images for image translation applications. The efficiency of this GAN as compared to other GAN like 

CycleGAN [35] and DualGAN [36] is explained in the ablation study. The generator in Pix2Pix is a 

convolutional network that accepts initial disparity map as the input image and passes it through several 

convolution and up-sampling layers. Finally, it produces a refined disparity map, where all the occluded areas 

are filled with valid data. The U-Net auto encoding generator model is trained using adversarial loss that 

encourages it to create reasonable image. The encoder and decoder are made up of blocks of convolutional, 

activation layers and batch normalization layers. The generator is updated by loss that is generated between 

generated image and ground truth image. This information helps generator model to create more reasonable 

image that is similar to ground truth. The generator G is trained so as to generate output which can be 

differentiated from ground truth image by a discriminator D. The GAN objective is represented as, 

 

𝐿𝐺𝐴𝑁(𝐺, 𝐷) = 𝐸𝑝,𝑞 [𝑙𝑜𝑔𝐷(𝑝, 𝑞)] + 𝐸𝑝,𝑟 [𝑙𝑜𝑔 (1 − 𝐷(𝑝, 𝐺(𝑝, 𝑟)))] (6) 

 

Here 𝑝 denote a ground truth image, 𝑞 represent the generated image and 𝑟 represent the initial disparity map 

 

𝐺∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝑔𝑚𝑎𝑥𝑑𝐿𝐺𝐴𝑁(𝐺, 𝐷) (7) 

 

𝐺 aims to decrease the objective and 𝐷 aims to increase the objective. 

The generator G tries to move the generated image closer to ground truth image using loss 𝐿1 which is 

calculated as 

 

𝐿𝑜𝑠𝑠𝐿1
(𝐺) = 𝐸𝑝,𝑞,𝑟 [‖(𝑞 − 𝐺(𝑝, 𝑟))‖

1
] (8) 

 

The final objective is represented as 

 

𝐺∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝑔𝑚𝑎𝑥𝑑𝐿𝐺𝐴𝑁(𝐺, 𝐷) + 𝜆𝐿𝑜𝑠𝑠𝐿1
(𝐺) (9) 

 

The visual arti-facts were reduced for the value of 𝜆=100.  

The network is trained by images from the Middlebury dataset [33]. The network is tested for 100, 

200, 300, 400 epochs. The best disparity map is achieved for 300 epochs. The output from the generator is 

fed to the discriminator together with ground truth image. The gradient loss is calculated with respect to 

generator and discriminator to update the model. The trained model is tested to yield a best disparity map. It 

is observed from the results that best disparity map was obtained by handling the ill posed regions. Figure 3 

shows the performace of the model with respect to training loss and training accuracy. Figure 3(a) dipicts 

training loss and training accuracy against the number of epochs is shown in Figure 3(b). Lower the loss 

better is the accuracy. 

To measure the efficacy of the model proposed, we deployed and tested our model on Dual Intel 

Xeon E5-2609V4 8C 1.7 GHz 20M 6.4 GT/s with 128GB memory, Dual NVDIA Tesla P100 graphics 
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processing unit (GPU) with 3584 cores and maximum of 18.7 TeraFLOPS. The proposed CDSN model is 

evaluated on Middlebury dataset images. These images are pre-processed and rectified stereo images. The 

output of the 9th layer pre-trained VGG-16 architecture is used for estimating initial disparity map using 

loopy belief propagation. Initial disparity map is estimated using python programming. GAN is implemented 

using Pytorch. The Adam optimizer is used to train the Pix2Pix GAN for 300 epochs to handle the ill posed 

regions. The learning rate has been initialised to 0.0002. The complexity of GAN model is summarized in the 

Table 2.  

 

 

  

(a) (b) 

 

Figure 3. Performance of the model (a) training loss versus number of epochs and (b) training accuracy 

versus number of epochs 

 

 

Table 2. Complexity of GAN model 
Input size Optimizer Parameters Epochs Output size GPU memory GPU model 

256X256X3 Adam 54.414M 300 256X256X3 128GB Dual NVDIA Tesla P100 

 

 

3. RESULTS AND DISCUSSION  

The proposed model is analyzed for the images taken from Middlebury datasets namely “Jade 

plant”, “Piano”, “Pipes”, and “Recycle”. The test images with resolution are shown in Table 3. Middlebury 

2014 dataset contains 33 scenes that are classified into training, additional images and test images. Certain 

images are used more than once under various exposure. A very high-resolution images is the salient feature 

of the dataset. Ground truth maps and images are given at quarter, half and full resolution. 

 

 

Table 3. Images from Middlebury 2014 
Images Image resolution 

Jade plant 659x497 
Piano 707x481 
Pipes 735X485 

Recycle 720x486 

 

 

3.1.  Qualitative comparison 

The qualitative results for estimating disparity map is depicted in Figure 4. From the top to bottom: 

Jade plant, piano, pipes, and recycle. Figure 4(a) shows the left image, Figure 4(b) shows the right image, 

Figure 4(c) represent the ground truth image and Figure 4(d) represent the estimated disparity map. 

 

 

3.2.  Quantitative comparison 

The percentage of bad matching pixel (PBMP) and root mean square error (RMSE) metrics were 

used for quantitative analysis. Lower values of PBMP and RMSE indicates better efficiency. PBMP is 

calculated,  

 

𝑃𝐵𝑀𝑃 = [
1 

𝑁
 ∑|𝑑𝑡(𝑥, 𝑦) − 𝑑𝑔(𝑥, 𝑦)| > 𝑇] ∗ 100 (10) 
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RMSE is calculated as,  

 

𝑅𝑀𝑆𝐸 = [
1

𝑁 
∑|𝑑𝑡(𝑥, 𝑦) − 𝑑𝑔(𝑥, 𝑦)|

2
]

1

2
 (11) 

 

For evaluations purpose, we compared CDSN model with existing stereo matching model. The 

compared matching models are: deep pruner [30] ACR-GIF-OW [17], and efficient stereo matching by log-

angle and pyramid-tree (LPSM) [21]. The occluded areas are not dealt efficiently in [30]. Stereo matching 

proposed in [17] is computationally less expensive but do not produce accurate results in the texture less, 

discontinuous areas. Stereo matching proposed in [21] rely on hand-crafted cost matching and hence results 

produced are not accurate. The Middlebury evaluation leader board results of existing methods are used for 

comparison. The PBMP and RMSE results of the proposed model and existing techniques are shown in  

Table 4 and Table 5 respectively. The PBMP and average RMSE results of the proposed CDSN model is less 

than all three compared method. Hence the proposed model outperforms the compared method and hence 

suitable for disparity map estimation. 

 

 

    
(a) (b) (c) (d) 

 

Figure 4. Visual results on Middlebury images (a) left image, (b) right image, (c) ground truth image and  

(d) estimated disparity map 

 

 
Table 4. The quantitative results based on PBMP for error threshold = 1 between computed and ground truth 

disparities 
 Jade plant Piano Pipes Recycle 

DEEP PRUNER [30] 62.8 41.0 53.8 36.8 
ACR-GIF-OW [17] 51.8 45.1 40.5 37.5 
LPSM [21] 59.2 44.8 46.3 36.8 
CDSN 50.76 39.71 40.47 33.57 

 

 

Table 5. The quantitative results based on RMSE between computed and ground truth disparities 
 Jade plant Piano Pipes Recycle Average 

DEEP PRUNER [25] 28.2 4.64 13.7 3.81 12.58 
ACR-GIF-OW [17] 64.9 14.8 28.6 15.8 31.02 
LPSM [21] 34.8 6.09 16.3 5.79 15.74 
CDSN 6.07 8.73 8.88 8.48 8.04 

 

 

3.3.  Ablation study 

We executed ablation study by comparing the proposed model with the models like CycleGAN and 

DualGAN. CycleGAN is a technique that performs image translation without using paired examples. This 

GAN uses unsupervised training. DualGAN is made up of two generators and two discriminators. It is trained 

to translate images from source to target and target to source. The various metric used are absolute relative 

distance (ARD), squared relative difference (SRD) and RMSE. Lower values indicate better performance. 

We find the efficicency of the proposed model is significantly high which is presented in the Table 6. 
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𝐴𝑅𝐷 =
1

𝑁
∑

𝑑𝑡 (𝑥,𝑦)−𝑑𝑔(𝑥,𝑦)

𝑑𝑡(𝑥,𝑦)
 (12) 

 

𝑆𝑅𝐷 =
1

𝑁
∑

|𝑑𝑡(𝑥,𝑦)−𝑑𝑔(𝑥,𝑦)|
2

𝑑𝑡(𝑥,𝑦)
 (13) 

 

 

Table 6. Ablation study using metrics ARD, SRD, RMSE 
 CycleGAN DualGAN Proposed model  

ARD 0.032 0.035 0.016 Lower is better 

SRD 0.352 0.374 0.337 
RMSE 7.036 7.974 6.591 

 

 

4. CONCLUSION 

This paper presents a novel CNN based model for stereo matching to estimate disparity map from 

rectified stereo images which is useful in autonomous vehicles. The features extracted from CNN is used to 

compute the unary cost and smoothness cost. The initial disparity map is obtained using loopy belief 

propagation, which is then refined using a GAN model to handle the ill posed regions. It is found that the 

proposed model based on CNN generated disparity maps which are smoother than those generated using 

naive model and the ill posed regions are handled well using GAN network. The proposed model is evaluated 

qualitatively as well as quantitatively on various images from Middlebury stereo data set. The results 

determine that proposed model achieves best disparity map and outperforms existing methods. 
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ABSTRACT

This work aims to introduce a novel approach for auxiliary task guidance (ATG). In
this approach, our goal is to achieve effective guidance from a suitable auxiliary task
by utilizing the uncertainty in calculated gradients for a mini-batch of samples. Our
method calculates a probabilistic fitness factor of the auxiliary task gradient for each of
the shared weights to guide the main task at every training step of mini-batch gradient
descent. We have shown that this proposed factor incorporates task specific confidence
of learning to manipulate ATG in an effective manner. For studying the potency
of the method, monocular visual odometry (VO) has been chosen as an application.
Substantial experiments have been done on the KITTI VO dataset for solving monocular
VO with a simple convolutional neural network (CNN) architecture. Corresponding
results show that our ATG method significantly boosts the performance of supervised
learning for VO. It also out performs state-of-the-art (SOTA) auxiliary guided methods
we applied for VO. The proposed method is able to achieve decent scores (in some
cases competitive)compared to existing SOTA supervised monocular VO algorithms,
while keeping an exceptionally low parameter space in supervised regime.

This is an open access article under the CC BY-SA license.

Corresponding Author:

Irfan Mohammad Al Hasib
Department of Mechanical Engineering, Bangladesh University of Engineering and Technology
Dhaka, Bangladesh
Email: irfanhasib.me@gmail.com

1. INTRODUCTION
Recent research shows that various forms of multi-task learning (MTL) are being used to boost the

performance of neural networks (NN) beyond their capacity [1]. The goal of MTL is to maximize the performance
of several tasks by learning multiple tasks together while auxiliary task learning is directly concerned with
better performance of the primary task [2]. In this work, we present an effective approach to gain guidance
from auxiliary tasks. The novelty of the proposed approach is that it can effectively control the contribution
of auxiliary task gradients for each shared weight by measuring its suitability for fitting into the main task’s
loss gradient distribution. For investigating the effectiveness of the proposed method, we have chosen the
complex problem of monocular visual odometry (VO) pose estimation. Geometric approaches of VO [3]–[6]
work very well for known environments, but require consistency in camera calibrations [7]. However, learning
based approaches show superiority in robustness to inconsistent environment[8]. Complex architectures of
deep learning (DL) solutions capture the high complexity of the VO problem. However, DL based approaches
possess limitations like higher inference time, larger memory requirements, and overfitting tendencies. Simpler
architectures may create balance between these challenges. But merely using a simple architecture is not good
enough for solving complex VO problems [9]. Performance boosting techniques like MTL, auxiliary task
learning (ATL) can be a solution here. Costante and Ciarfuglia [10], Yang et al. [11] are examples where MTL
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approaches have been embraced in pose estimation. Using the proposed ATG method, we solve them monocular
VO pose estimation successfully problem with relatively simple architecture.

Developing better guidance methods for MTL and ATL is a primary research question. Chen et al. [12]
performs normalization of gradients to balance learning between multiple tasks. Yu et al. [13] manipulates
directions of the gradients to provide better guidance. Du et al. [14] quantifies similarity between this by
measuring the cosine similarity between gradient vectors of two tasks and therefore tuning for a suitable
threshold for similarity value. Our proposed approach measures similarity in a more precise manner by
considering each shared weight gradient separately. Unlike existing approaches, we weigh the similarity with
task specific confidence of learning as well. For the chosen field of application of VO, traditional geometric
methods produced state-of-the-art solutions for pose estimation including [6], [5], but they are prone to motion
drift. Supervised learning-based methods solve this challenge because they are more robust to unstable
environments [15]. However, they possess an additional challenge of requiring complex architectures or having
a huge number of hyper-parameters [16]–[21]. Due to these conflicts, ultimately most recent works are focusing
on unsupervised learning and being successful with much higher margin [11], [22], [23]. Among MTL based
supervised approaches for VO problem, latent space VO (LS-VO) [10] learns a low dimensional optical flow
(OF) subspace with pose estimation jointly but still works in a huge parameter space. Our proposed ATG
approach helps enable a supervised learning method to perform well even in a much lower parameter space than
existing methods for the complex problem of VO. At a glance, the contributions of this paper are: i) Proposing a
new approach for providing effective and better guidance from auxiliary task. ii) Demonstrating the effectiveness
of the proposed method by solving the monocular VO problem using a tiny network compared to existing
supervised models with OF subspace learning as auxiliary task.

2. METHODOLOGY
2.1. NN architecture specification

The complete architecture, illustrated in Figure 1 can be divided into two major sections, encoder
section and task specific section. The encoder section is a modified FlowNet architecture [24], reducing its depth
by half for every layer. This section is the feature extractor of the framework and is shared by both tasks. The
task specific section, consisting of three parts, is dedicated for translation estimation, rotation estimation and
flow image prediction. Rotation and translation estimation parts of the network are based on separate sequences
of dense fully connected layers and a decoder network estimates OF.

Figure 1. Visual representation of the architecture and algorithm

We scaled down the input images from (1241, 376, 3) to (320, 128, 3) which reduces parameters and
helps to overcome overfitting without compromising result accuracy. Images were normalized with mean
centered to 0 ranging from -0.5 to +0.5. The network takes two consecutive images from each particular
sequence of KITTI VO dataset and stacks them depth-wise as input. In Figure 1, output XE is generated after
the image passes through the 9 shared layers of the encoder. Each shared layer block consists of 2D-convolution
layer, batch normalization and leaky rectified linear unit (leaky ReLU). The flow image prediction section uses
output XE directly as the input. Flattened XE is used as the input of translation estimation and rotation estimation
sections, both consisting of dense layers. Final outputs of the entire framework are 6 degrees of freedom (DOF)
pose estimation and flow image predictions.
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2.2. Probabilistic auxiliary task guidance
As shown in Figure 1, the network learns three tasks with three different loss functions-translation

loss(Ltrans), rotation loss(Lrot) (as main task loss), OF subspace learning loss(Lflow) (as auxiliary task loss).
In ATG learning, the total loss is usually defined as:

Ltotal(θ, φmain, φaux) = βmLmain(θ, φmain) + βaLaux(θ, φaux)

weight θ can be updated as, θnew = θ + α(βm
1
N

∑N
i=1

dLmain

dθ + βa
1
N

∑N
i=1

dLaux

dθ )

Here, α= learning rate, βm= main task loss coefficient, βa= auxiliary task loss coefficient, θ= weights of shared
layer, φmain= weights of task specific layers for main task, φaux= weights of task specific layers for auxiliary
task, N= mini-batch size. One of the key research questions in ATL is to choose an optimum coefficient
(βa) to encourage positive transfer and blocking negative transfer from an appropriate auxiliary task [1], [14].
Our approach finds a solution to this question by tuning βa initially and then optimizing it extensively with a
probabilistic factor calculated for each shared weight that prioritizes assistance from the auxiliary task with
respect to its guiding capability. In this section, we present the approach of calculating this factor and discuss
how it allows us to integrate both task specific confidence of learning and task similarity in the guidance process.

From central limit theorem, we can say that the gradients of a mini-batch belong to a certain normal
distribution. Let the mean of the gradients for main task, 1

N

∑N
i=1

dLmain

dθ be µm and the mean of the gradi-
ents for auxiliary task be µa. The distributions of gradients for the main and auxiliary task are denoted as
M(µm, σ

2
m) andA(µa, σ

2
a) respectively. Calculated probabilities of µa in both distributions have been expressed

as P (µa|µm, σ2
m) and P (µa|µa, σ2

a). This calculated P (µa|µm, σ2
m) indicates what probability would µa have

if it belonged to the distribution of the main task M . In other words, it signifies how much µa fits the current
distribution M as a random numeric value. Hence, it could be a reasonable parameter to decide how much
auxiliary task loss should contribute to the total loss. It can be incorporated by using it as a multiplication
factor with auxiliary task loss coefficient. But empirical values of gradients and their variances reveal that the
probability P (µa|µm, σ2

m) values vary in between a very wide range(101 ∼ 104), shown in Figure 2. Hence,
using probability P (µa|µm, σ2

m) merely as the multiplication factor makes the gradients unstable by changing
them drastically. Two types of scaling are done to handle this issue. In the first method, we divide these
probabilities by their maximum value in respective layer’s weights. Thus it is restricted between (0,1). This
method is named probabilistic factor (PF) method.

∆θ = βmµm + [P (µa|µm, σ2
m)/Pmax]βaµa (1)

Where, Pmax = maximum value of probability in respective layers. However, probability values with small
magnitude are at risk of getting vanished especially when variance values are high. Taking log of probability
does not help much in this issue. So,in the second method, we propose to scale the probability P (µa|µm, σ2

m)
by dividing it with P (µa|µa, σ2

a) which is the probability of the same variable µa in its own distribution. We
denote this method as the probability ratio factor (PRF) (1) method. It has performed best in our experiments for
reasons we will explain gradually in later sections. We have defined the ratio of two probabilities as relative
probability factor, ρ(m, a) and updated (1) as (3).

ρ(m, a) =
P (µa|µm, σ2

m)

P (µa|µa, σ2
a)

(2)

∆θ = βmµm + ρ(m, a)βaµa (3)

So, θnew = θ + α(βm
1
N

∑N
i=1

dLmain

dθ + ρ(m, a)βa
1
N

∑N
i=1

dLaux

dθ )

The value of ρ(m, a) is constrained within a suitable range (shown in Figure 2(a), 2(b), and 2(c)). So the ratio
does not change drastically for consecutive training steps, the learning process becomes more stable. For the
purpose of analysis ,we have introduced two novel terms: task confidence, ζ and task similarity, τ as:

P (µa|µm, σ2
m) = 1

σm

√
2π

exp(− 1
2 (µa−µm

σm
)2); ζ(m) = 1

σm

√
2π

; τ(m, a) = exp(− 1
2 (µa−µm

σm
)2)

Int J Artif Intell, Vol. 12, No. 1, March 2023 : 96 – 105



Int J Artif Intell ISSN: 2252-8938 r 99

The term 1
σm

√
2π

is inversely proportional to standard deviation (σm) of the distribution. For a particular
mini-batch, lower variance of the gradients will indicate stable learning. Intuitively, we interpret it as a measure
of confidence of this distribution M .The term (µa−µm

σm
) is the measure of distance between µa and µm for unit

σm. So, mathematically, τ(m, a) will measure similarity(not distance) very strictly if the distribution has low
variance and vice versa. For auxiliary task, τ(a, a) = exp(− 1

2 (µa−µa

σa
)2) = 1. So, from (2), probability ratio,

ρ(m, a) =
P (µa|µm, σ2

m)

P (µa|µa, σ2
a)

=
ζ(m)τ(m, a)

ζ(a)τ(a, a)
=
ζ(m)

ζ(a)
τ(m, a) (4)

Here, we have defined ζ(m)/ζ(a) as the relative task confidence of the main task compared to the auxiliary task
which helps main task in different scenarios, summarized in Table 1. If the main task is learning with relatively
higher confidence and auxiliary task gradient still has a good similarity (despite the high confidence value of the
main task) that is the most desired scenario for ATG. Thus our approach ensures efficient and effective guidance
from the auxiliary task by avoiding negative transfer in critical scenarios.

Figure 2. Probability ratio, raw probability and normalized probabilities for main task and auxiliary task. Data is
collected for one random weight of layer 1 for 1,000 consecutive training steps. Left plot is for 15th epoch and

right plot is for 30th epoch among 30 epochs. a) probability ratio b) raw probabilities and c) normalized
probabilities.

Table 1. Possible scenarios of the PRF method
Scenario ζ(m)/ζ(a) τ(m,a) Auxiliary task guidance
Case 1 high low moderate guidance
Case 2 high high helps positive guidance
Case 3 low low blocks negative guidance
Case 4 low high moderate guidance

From the above definition of the given terms, we can write, P (µa|µm, σ2
m) = ζ(m)τ(m, a). Now,

probabilities vary within a wider range around (101 ∼ 104) [2(b)]. Since task similarity, τ(m, a) lies between
(0 ∼ 1), so the value of ζ effectively controls the range of probability values. Consequently correlation between
ζ(m) and ζ(a) shown in Figure 3 causes correlation between the probabilities demonstrated in Figure 2(c).
That’s why the scaling effectively keeps the probability ratio ρ(m, a) within a suitable range [Figure 2(a)]. The
relative probability factor reduces the effect of common sources of variance among the distributions. Thus it
emphasizes on the task specific variance that gives information only about relative performance of the tasks.
It will be explained in detail in 2.4.. Also, auxiliary task gradients are more stable compared to the main task,
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(discussed in 2.3.). So, the relative probability (ρ(m, a)) gives us a better estimate of relative performance
of the main task compared to auxiliary task. Note that the parameter βa is a constant coefficient (tuned as
a hyperparameter) for all the weights but ρ(m, a) is calculated separately for each of the weights at every
mini-batch gradients update.

Figure 3. Correlation of ζ(a) and ζ(m) for i=100 different weights (θi) (X-axis). Here, ζ(m) and ζ(a) is
collected from 1,000 consecutive steps of a single epoch and corr(ζ(m), ζ(a)) for each of the ith weight is
measured from this 1,000 confidence pairs. To comprehend the information, right side plots are numerical

average for every epochs of the left plots

2.3. Optical flow subspace learning as auxiliary task
Estimating a lower dimensional representation of the dense OF field from one pair of raw red green

blue (RGB) images is the auxiliary task learned by our network. The chosen auxiliary task is easier to learn
than the main task. This is because latent OF representation estimation loss is measured from the entire OF
image where the odometry loss is measured from 6 sparse pose values. Also we are learning OF subspace by
minimizing pixel-wise root mean squared log error (RMSLE) (while precise raw OF learning requires using root
mean squared error (RMSE) loss). This makes the learning task even easier [10]. Finally, the capability of OF
task for helping pose estimation can be proved from vanilla MTL results from experiment with ATG method in
Table 2.

Table 2. Comparative results of different approaches

Sequences
NN ATG PF PRF

trel rrel trel rrel trel rrel trel rrel
04 13.5811 2.0449 12.0222 2.2133 11.7648 0.9098 15.3180 1.1278
05 10.9609 2.1660 11.9858 2.1768 9.4700 1.8930 6.9010 1.4982
07 13.1821 4.5040 11.6105 4.3484 8.0245 3.7180 6.9114 2.5165
10 21.9880 8.0013 19.3150 3.9233 13.5378 4.2081 11.6025 3.4710

trel: mean translational RMSE drift (%) on length of 100m-800m.
rrel: mean rotational RMSE drift (deg/100m) on length of 100m-800m.

2.4. Sources of variance in gradients
In this section, we have analyzed the sources of variances in the task specific loss gradients calculated

with respect to the shared weights. The loss gradients can be expressed in (5) using chain rule of differentiation:

Gt =
dlt
dθ

=
dz

dθ
.
dA

dz
.
dlt
dA

(5)

Where, z = θx + b, A = f(z), x = input coming from previous layer, lt = function of loss for task t, θ =
shared weight; b = bias; f :activation function. Since the shared layers are convolutional layers the above
equations element should be corresponding matrices like Z = Θ x + b. But we have considered scaler variables
for simplicity. From (5), the gradient equations of both tasks will be the same except dlmdA for main task and
dla
dA for auxiliary task. So we can write dz/dθ × dA/dz = F (x) since z and A both are functions of x and
dlt/dA = H(lt). Consequently, the common term F (x) is responsible for the correlation in the variances of
these gradients as shown in Figure 3. Generalizing the equation for gradient calculation:
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Gt =
dlt
dθ

= F (x)H(lt) (6)

We propose that incorporating relative task confidence ζ(m)/ζ(a), allows us to diminish the effect of
the part of variance coming from the common source. So the only functional part of the variance is coming from
task specific losses. This claim can be proved by following example:
Let X = {x1, x2, ..., xD}; Lm = {lm1 , lm2 , ..., lmD} ; La = {la1 , la2 , ..., laD} (D is the size of dataset) be a set of
inputs and corresponding main task and auxiliary task losses. Let’s consider a mini batch of n samples, Xb

= {xi|i ∈ [1, n], i ∈ N} where Xb ⊆ X; Lmb = {lmi |i ∈ [1, n], i ∈ N} where Lmb ⊆ Lm; Lab = {lai |i ∈ [1, n]}
where Lab ⊆ La. Let, n = 3. For ease of expressing relations, elements of set F (Xb) are denoted by a, b, c
respectively. Similarly, H(Lmb ) = {u, v, w} and H(Lab ) = {p, q, r}. So, from (6), gradients can be expressed as:

Gm1 = au;Gm2 = bv;Gm3 = cw; Ga1 = ap;Ga2 = bq;Ga3 = cr

ζ(m)
ζ(a) =

√
E(Ga2

b )−E(Ga
b )

2√
E(Gm2

b )−E(Gm
b )2

=

√
[N(Ga2

1 +Ga2
2 +Ga2

3 )−(Ga
1+G

a
2+G

a
3 )

2]√
[N(Gm2

1 +Gm2
2 +Gm2

3 )−(Gm
1 +Gm

2 +Gm
3 )2]

ζ(m)

ζ(a)
=

√
[N(a2p2 + b2q2 + c2r2)− (ap+ bq + cr)2]√

[N(a2u2 + b2v2 + c2w2)− (au+ bv + cw)2]
(7)

If the loss dependent variable sets (p, q, r in numerator and u, v, w in denominator) have very low
variance compared to the input dependent variable set a, b, c; then the change in values of σa and σm will be
dominated by mostly a, b, c. In (7), the denominator and the numerator both contain input dependent variables
a, b, c which consequently causes correlation between ζ(m) and ζ(a) (observed in Figure 3). The lower the
variance of p, q, r and u, v, w will be (compared to the variance of a, b, c), the higher correlation will be
eventually. Let, σabc = standard deviation of the input dependent variables, σuvw = standard deviation of main
task loss dependent variables, σpqr = standard deviation of auxiliary task loss dependent variables. Let’s discuss
the effect of σabc and σuvw in relative task confidence, ζ(m)/ζ(a), considering σpqr remains almost constant.
Confidence of main task ζ(m) decreases when σm increases. This can happen in 3 possible cases: Case 1:
only σabc increases- In this case the numerator and denominator both will increase resulting comparatively no
notable change in relative task confidence factor,ζ(m)/ζ(a). So it diminishes the effect of high variance of main
task loss gradient if the variance is being caused by input dependent sources (common source). Case 2: σuvw
increases- In this case only the denominator will increase, resulting in significantly lower ζ(m)/ζ(a) value. So
here ζ(m)/ζ(a) is considering the effect of high variance of main task loss gradient significantly only when
the variance is being caused by task specific sources (uncommon source which is task loss dependent). Case 3:
Both σabc and σuvw increases- In this case the numerator will increase but the denominator will increase more
since it is function of both a, b, c and u, v, w, resulting moderately lower value of ζ(m)/ζ(a) (not as low as
case 2). So, ζ(m)/ζ(a) seems to decrease the effect of high variance of main task loss gradient moderately
because the variance is being caused by both task loss specific sources and input dependent sources. Above 3
cases demonstrate, how relative task confidence is less affected by common source of variances.

Algorithm 1 Algorithm (PRF)
Init θ, φmain, φaux
set α, βm, βa
while epoch do

for mini-batch in Dataset do
Gm

i ← Li
main; Ga

i ← Li
aux ∀i; i = [1, N ] ∧ i ∈ N

µm ← 1
N

∑N
i=1G

m
i , σ2

m ← 1
N

∑N
i=1(Gm

i − µm)2

µa ← 1
N

∑N
i=1G

a
i , σ2

a ← 1
N

∑N
i=1(Ga

i − µa)2

calculate ζm, ζa, τ(m,a) from µm, σm, µa, σa
ρ(m,a)← (ζm/ζa)× τ(m,a)
∆θ ← βmµm + ρ(m,a)βaµa
θ ← θ + α∆θ

φmain ← φmain + αβmµm
φaux ← φaux + αβaµa

end for
end while
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3. EXPERIMENTAL RESULTS
KITTI VO dataset [25] is used to learn pose estimation. This dataset contains 11 sequences; seq. 0-3,

6, 8-9 have been used for training while 4, 5, 7 and 10 have been used for validation. However, KITTI VO
dataset does not include OF images for these sequences. We have trained FlowNetS [24] architecture separately
using KITTI flow dataset and used the trained FlowNet to generate OF ground truth images for VO dataset.
OF templates are trained using root mean squared logarithmic error (RMSLE) [10] to learn the OF subspace
effectively (Figure 4), where 4(a) and 4(b) is consecutive image pair, 4(c) ground truth, 4(d) predicted OF. For
model training, We have used (320× 128) images with batch size 16. After hyperparameter tuning, we have
found the best fitted model with learning rate 0.0005, βt = 1, βr = 10 and βa = 0.1, gradient clipping has been
applied to prevent overfitting. TensorFlow and Keras DL framework have been used for all experiments with
machine specifications: Intel Core i7-9750H CPU@2.60GHz (12 CPUs), 16 GB RAM and NVIDIA GeForce
GTX 1660Ti GPU.

Figure 4. Optical flow subspace estimation (a),(b) image pair (c), ground truth, and (d) prediction

Figure 5 demonstrates (from left to right): i) simple NN method (without ATG), ii) vanilla ATG method,
iii) PF method, iv) PRF method, v) Library for Visual Odometry 2 - Monocular (LIBVISO2-M) method, vi)
Oriented FAST and rotated BRIEF-simultaneous localization and mapping (ORB-SLAM2) method. Here, v) [6]
and vi) [26] are popular geometric methods commonly used for solving VO problem.They are given to compare
PF and PRF methods’ performance with respect to existing geometric methods. From i) to iv), it is evident
that both PF and PRF method boosts the performance of simple NN as well as vanilla ATG method with a
good margin (Figure 5, Table 2). Thus the claim regarding parameter reduction with our method is justified.
It also outperforms other state-of-the-art (SOTA) ATL methods i.e the cosine similarity-based approach [14],
and projecting conflicting gradients (PCGrad) [13] for MTL (Table 3). For fair comparison, we also modified
PCGrad by only keeping the gradients directing the common normal for auxiliary task while keeping main task
gradients unchanged. We referred this method as PCGrad ATL; which also cannot outperform ours. These
results prove PRF method’s effectiveness and superiority as an ATG method.

Table 3 demonstrates the effectiveness of our method for ATG and the comparison shows that our
method outperforms the other SOTA ATL methods. Since the proposed method is applied to the complex
problem of VO, comparison is also shown with some classic VO methods (Table 4) as well as SOTA VO
methods (Table 5). The superiority of geometric and unsupervised learning-based approaches in the field of
VO is undeniable. We acknowledge that our results are good but clearly do not beat the SOTA VO methods.
However, the goal of this paper is not to outperform all the SOTA methods of VO, rather to show that using
the proposed ATG method a complex problem like monocular VO can be solved with a remarkably smaller
network while maintaining a relatively competitive results (Table 5) in supervised regime. Our inference network
for pose estimation has 9,438,630 number of parameters which takes about 0.031 sec in average for each
prediction. It has beaten most of the existing supervised methods in memory requiring at least 5-20 times less
parameters. While most of the successful supervised methods highly exploits the temporal relation between
frames by utilizing long sequences i.e 3-11 along with LSTM layers feeding high resolution images i.e 1280x384
(Table 5), we use dense layers for pose estimation and only one pair of images (320x128), which is the key
reason of our faster inference. To our best knowledge, no supervised learning method can achieve this level of
accuracy with such small parameter space.

It is evident that our method falls behind to some extent in case of the translation error. This is because
like other supervised methods, it tries to learn absolute scale automatically from training images but at such a
low parameter space absolute scale is not being learn very well. Some geometric methods takes advantage of
loop closure and 7-DOF alignment with ground truth for scale correction. Future research can be done utilizing
additional auxiliary task like depth estimation for better learning of absolute scale.
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Figure 5. Comparative results of different approaches for sequence 05. Horizontal and vertical axes represent
corresponding distances in the map.

Table 3. Comparison with existing methods of ATL methods

Seq.
Cosine PCGrad PCGrad PF PRF

Similarity [14] MTL [13] ATL [Ours] [Ours]
trel rrel trel rrel trel rrel trel rrel trel rrel

04 16.49 1.64 17.46 4.70 18.54 0.84 11.76 0.91 15.32 1.13
05 10.86 3.36 14.04 5.21 9.99 2.74 9.47 1.89 6.90 1.50
07 6.35 3.41 16.19 10.81 7.95 2.54 8.02 3.72 6.91 2.52
10 16.82 3.13 23.35 6.94 16.90 3.24 13.54 4.21 11.60 3.47

Table 4. Comparison of our results with some classic(p) methods in the field of VO

Seq.
LIBVISO2-M ORB- DeepVO UnDeep SfmLearner PRF (S)

(G) SLAM(G) (S)[17] VO(U)[22] (U)[23] [Ours]
trel rrel trel rrel trel rrel trel rrel trel rrel trel rrel

04 4.69 4.49 1.41 0.14 7.19 6.97 5.49 2.13 4.49 5.24 15.32 1.13
05 19.22 17.58 13.21 0.22 2.62 3.61 3.40 1.50 18.67 4.10 6.90 1.50
07 23.61 19.11 10.96 0.37 3.91 4.60 3.15 2.48 21.33 6.65 6.91 2.52
10 41.56 32.99 3.71 0.30 8.11 8.83 10.63 4.65 4.49 14.33 11.60 3.47

G: Geometric, S: Supervised, U: Unsupervised

Table 5. Comparison with SOTA supervised visual odometry methods

Arch.
DeepVO ESP-VO GFS-VO- GFS-VO Beyond PRF

[17] [19] RNN[20] [20] tracking[21] [Ours]
Result trel rrel trel rrel trel rrel trel rrel trel rrel trel rrel
Seq.04 7.19 6.97 6.33 6.08 5.95 2.36 2.91 1.30 2.96 1.76 15.32 1.13
Seq.05 2.62 3.61 3.35 4.93 5.85 2.55 3.27 1.62 2.59 1.25 6.90 1.50
Seq.07 3.91 4.60 3.52 5.02 5.88 2.64 3.37 2.25 3.07 1.76 6.91 2.52
Seq.10 8.11 8.83 9.77 10.2 7.44 3.19 6.32 2.33 3.94 1.72 11.60 3.47
Param. 463 M 463 M **80 M **47 M **47 M 9 M
Res. 1280x384 1280x384 1280x384 1280x384 1280x384 320x128
Sq.len Arbitary Arbitary 7 7 11 1

Param. : ** minimum possible parameters estimated based on available information, actual architecture may have higher number of
parameters.

Boosting auxiliary task guidance: a probabilistic approach (Irfan Mohammad Al Hasib)



104 r ISSN: 2252-8938

4. CONCLUSION
The PF method solved the issue of instability in learning. But it is prone to diminished probability

which was solved by the PRF method. The PRF method additionally nullified common sources of variances
successfully. Future works can include applying the proposed method for other fields and increasing the
computational efficiency of the proposed methods.
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 Vehicle identification based on make and model is an integral part of an 

intelligent transport system that helps traffic monitoring and crime control. 

Much research has been performed in this regard, but most of them used 

manual feature extraction or ensemble convolution neural networks (CNNs) 

that result in increased execution time during inference. This paper 

compared three deep learning models and utilized different augmentation 

techniques to achieve state-of-the-art performance without ensembling or 

fusing the models. Experimentations are made without any augmentation, 

with standard augmentation, and by mixed sample data augmentation 

techniques. Gradient accumulation and stochastic weighted averaging with 

mixed precision are used to have a large batch size that helped to reduce 

training time. The dataset comprised 48 vehicles’ models running on the 

road of Pakistan. The highest accuracy and F1 score of 97% and 95% using 

the FMix augmentation technique with EfficientNetV2-S architecture gave 

the confidence that the proposed solution can be implemented in production.  
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1. INTRODUCTION 

Vehicle identification system (VIS), an integral component of the intelligent transport system (ITS), 

brings ease to the traffic management system and helps against criminal activities. VIS is widely used in road 

violation detection, traffic congestion alarm, and unmanned driving. Millions of vehicles are on the road in 

big cities, making it challenging to track a particular vehicle. The vehicles' number plate is mostly used to 

track them [1], but number plates can be changed easily, leading to false identification. VIS also helps 

automate tax collection at toll plazas based on vehicle type. 

With the advent of artificial intelligence (AI), deep learning has been widely used in transportation 

[2] Some recent studies used traditional imaging techniques such as haar-like features with AdaBoost 

classifier [3] and pattern descriptors with support vector classifier [4]. The pattern descriptors study used 

local binary patterns, median binary patterns, directional gradient patterns, and local arc patterns as features. 

Kiran et al. also studied different colour spaces such as red, green and blue (RGB), green (Y), blue (Cb), red 

(Cr) (YcbCr) and hue, saturation, value (HSV) for descriptor extraction [4] haar-like features-based study 

first removed shadows using HSV colour space to reduce the chances of false detection. Different single 

feature methods, such as colour moment, local binary pattern (LBP) features, Hu moment features, angle 

features, and circularity are also used. Using Adaboost 85.8% accuracy is achieved [3]. Qiu et al. [5] 

compared the performance of haar features along with convolution neural network (CNN). Using haar-like 

https://creativecommons.org/licenses/by-sa/4.0/
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features, 86.72% and 91.86% precision and recall are achieved, which increased by 5.63% and 0.2% with 

CNN [5]. Gholamalinejad and Khosravi proposed a novel CNN architecture composed of CNN layers with 

squeeze-and-excitation (SE) modules. Instead of using classic max pooling or average pooling, they used 

haar wavelet as a pooling layer [6]. The data is composed of 5 classes, including bus, heavy truck, medium 

truck and pickup. They achieved an accuracy of 95.1% [6]. Ajitha et al. proposed a shallow CNN model with 

traditional augmentation techniques such as flip, rotation, shear, crop and zoom, resulting in an accuracy of 

92.3% [7]. Mansor et al. [8] achieved an accuracy of 95% with 4 class classification problems. Their work is 

based on emergency vehicle type classification and had images of fire trucks, police cars, ambulances and 

standard cars [8]. Hassan et al. compared different classifiers with cyclic learning rate and used the MixUp 

image augmentation technique to achieve an accuracy of 93.96% through ensembling homogeneous models 

of DenseNet201 [9]. Though the CNN-based model has gained much attention in recent years, manual 

feature-based classification is still being studied recently. Chen detected multiple features from the vehicle, 

such as taillight features, shadow area features and other descriptors. Radial basis function (RBF) artificial 

neural network is further used for classification and achieved 97% accuracy [10]. Another manual feature-

based study used histogram-oriented gradients (HOG) and ant colony optimization (ACO) to classify vehicles 

and achieved an accuracy of 90% [11]. 

All the existing studies either deal with a few vehicle models, manual features extraction or used 

ensemble models in which multiple models are tested during inference resulting in increased prediction time. 

As the VIS is implemented in real-time, it needs to be robust. Keeping in view the limitation, we proposed a 

single network-based approach that yields the state of the art performance. Three different models and five 

augmentations techniques are compared. All the experiments are seeded for the purpose of reproducibility. 

The main contributions of this paper are,  

− Different deep learning architectures are compared without using any augmentation technique, with 

commonly used and mixed sample data augmentation techniques (MSDA). 

− Ensemble and fusion of different models increase the inference time, so the approach used a single model 

that performed better than the existing ensembled models. 

− The proposed approach achieved state-of-the-art performance with 97% and 95% accuracy and F1 score, 

respectively. 

The paper is organized: The introduction, motivation, and literature review on vehicle classification 

are presented in section 1. Section 2 describes the methodology in detail. Section 3 deals with results and 

discussion. The conclusion is made in section 4. The implementation is publicly available at GitHub [12].  

 

 

2. METHOD 

2.1.  Dataset 

We used images of common cars running on the road of Pakistan [13]. There are 3,103 and 752 

training and test images divided into 48 car models/classes. Figure 1 shows the sample image. Table 1 shows 

the vehicle name and the number of images available for training for each vehicle. 

 

2.2.  Transformation 

Transformation is a technique to produce variation in the data. It helps to generalize prediction on 

test data and avoid over-fitting the model. Albumentation [14] library is used for this purpose. Following the 

main standard Augmentation used for applied transformations: 

− Resize: all images are resized to 256×256  

− Center crop: crop all images are centre cropped to 224×224  

− Horizontal Flip: fifty per cent of images are horizontally flipped  

− Vertical Flip: fifty per cent of images are flipped vertically 

− Shift scale rotate: fifty per cent of images are randomly shifted, rotated, and scaled in height and width. 

− CLAHE: contrast limited adaptive histogram equalization (CLAHE) is a modified form of adaptive 

histogram equalization. In histogram equalization, the intensity range of the image is stretched between 0 

and 255 to improve the contrast of the image. However, this led to either too dark or too bright picture. 

Adaptive histogram handled this issue by dividing the image into small patches and applied histogram 

equalization on each patch. This sometimes led to over-amplification of contrast if the image has noise. 

CLAHE performed bi-linear interpolation on the edges of patches and reduced this contrast amplification 

by removing the artificial boundaries.  

− Cutout: cutout is one of the ways to handle over-fitting. In this technique, black boxes are introduced in 

images, making the image classification hard, and reduced the chances of over-fitting. 

− Normalization: normalization led to fast convergence and speeds up the training process. 
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Figure 1. Sample vehicles image from each class label, the number on each image corresponds to the vehicle 

ID in Table 1 

 

 

Table 1. Vehicle models and the number of images for that models. ID column is related to Figure 1.  

No. shows number of training examples for that model 
ID Vehicle model No 

1 Daiatsu Core 80 

2 Daiatsu Hijet 44 

3 Daiatsu Mira 81 
4 FAW V2 29 

5 FAW XPV 26 

6 Honda BRV 27 
7 Honda city 1994 32 

8 Honda city 2000 69 

9 Honda City aspire 105 
10 Honda civic 1994 16 

11 Honda civic 2005 34 

12 Honda civic 2007 74 
13 Honda civic 2015 31 

14 Honda civic 2018 82 

15 Honda Grace 21 
16 Honda Vezell 38 

17 KIA Sportage 25 

18 Suzuki alto 2007 132 
19 Suzuki alto 2019 56 

20 Suzuki alto japan 2010 27 

21 Suzuki carry 13 
22 Suzuki cultus 2018 269 

23 Suzuki cultus 2019 108 

24 Suzuki Every 20 
25 Suzuki highroof 63 

26 Suzuki kyber 52 

27 Suzuki liana 33 
28 Suzuki margala 16 

29 Suzuki Mehran 195 

30 Suzuki swift 118 
31 Suzuki wagonR 2015 112 

32 Toyota hiace 2000 23 

33 Toyota Aqua 77 
34 Toyota axio 20 

35 Toyota corolla 2000 39 

36 Toyota corolla 2007 82 
37 Toyota corolla 2011 127 

38 Toyota corolla 2016 270 
39 Toyota fortuner 43 

40 Toyota Hiace 2012 72 

41 Toyota Landcruser 17 
42 Toyota Passo 61 

43 Toyota pirus 23 

44 Toyota Prado 21 
45 Toyota premio 18 

46 Toyota Vigo 53 

47 Toyota Vitz 81 
48 Toyota Vitz 2010 48 
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2.3.  Mixed sample data augmentation 

Large neural networks are notorious for memorizing data instead of learning it even in strong 

regularization and fail during inference. Though standard data augmentation helped in generalization, this 

technique is data-dependent and required domain knowledge. Anwar and Zakir [15] studied that standard 

augmentation sometimes led to poor results. They explored different image augmentation techniques on 

electrocardiogram (ECG) graphs and found that the best results are obtained without applying any 

augmentation. CNN focused on the discriminative part of the image instead of the whole image leading to 

poor generalization. Regional dropout  techniques such as the CutOut helped the CNN to view the bigger 

image perspective, but this reduced the proportion of informative pixels of training data [16]. Mixed Sample 

data augmentation (MSDA) techniques are introduced to overcome standard augmentation and generalization 

issues. MSDA mixed different distributions of data to produce new data from the same distribution of 

existing data. It is categorized into two policies, interpolation and masking. MixUp is an example of 

interpolation, whereas CutMix and FMix are an example of masking MSDA. 

 

2.3.1. Mixup 

MixUp mixed two images from different classes and linearly interpolated them to produce a new 

image. It not only interpolated the input images' features but also interpolated the corresponding target [17]. 

The working principle of MixUp is shown in (1) and (2), 
 

𝑥̃ = 𝜆𝑥𝑖 + (1 − 𝜆)𝑥𝑗 (1) 

 

𝑦̃ = 𝜆𝑦𝑖 + (1 − 𝜆)𝑦𝑗 (2) 

 

xi and xj are raw images in (1) and yi and yj are the one-hot encoded labels in (2). λ drawn from β distribution 

is used to mix two random images. MixUp increased the capability of deep learning architectures to learn 

from corrupted labels and improved the generalization. Linear interpolation of input images reduced the 

memorization by large deep learning models [18]. 

 

2.3.2. CutMix 

Cutout and MixUp inspired CutMix paper. It claimed to resolve the issues in MixUp. Though 

MixUp improved classification performance, the resulting sample is unnatural. CutMix replaced an image 

patch with a patch of another random picture from the training data [16]. It is like a cutout where a patch is 

replaced with zeros and MixUp where two images are mixed. 

 

𝑥̃ = 𝑀𝑥𝑖 + (1 − 𝑀)𝑥𝑗 (3) 

 

Patch mixing in training images is shown in (3). M is a binary mask indicating where the dropout 

rectangular region should be placed. Then this rectangular dropout region is replaced by a patch of another 

image. Mixing of one-hot encoded labels is the same as in the MixUp technique. CutMix focused on the less 

discriminative part of the object, whereas Mixup focused on the entire image but produced unnatural 

artefacts. 

 

2.3.3. FMix 

CutMix reduced overfitting by increasing the observable data points without changing the data 

distribution. However, CutMix used square patches, which is a limitation and leads to distortion. FMix 

claimed to resolve the issue in CutMix by using binary masks obtained by applying a threshold to low-

frequency images from the Fourier space. The authors first sampled low-frequency grayscaled masks from 

Fourier space and then converted them to binary masks using a threshold. Once a binary mask is obtained, 

two images from different classes are overlaid together, such as 0 pixels of binary mask corresponded to one 

image and pixels with 1 value of binary mask is related to another image from a different class. FMix, unlike 

CutMix, proposed patches of different shapes which maximize the number of possible masks [19].  

Overall, when data is limited and learning from individual examples is easier, MixUp is a good 

candidate, and FMix is a better choice when data is abundant. In Figure 2, MixUp shows that two images are 

mixed together in an overlay fashion. CutMix shows that a square patch of another image replaces a square 

patch. FMix shows that another image from the training data replaced a randomly shaped patch of an image.  

 

2.4.  Deep learning architecture 

Deep learning is a subset of artificial intelligence that takes the complex raw data as input, 

automatically extracts valuable features, and performs task-relevant work such as classification or regression. 
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In image classification, deep learning boomed in 2014 after VGGNet came out. Though before VGG, 

AlexNet was there, VGG16 outperformed it by 10%. At that time, it was believed that increasing the layer 

increased the performance of the model, until in December 2015, ResNet paper was released and proved that 

adding layers helped to some extent and started decreasing the performance beyond that [20]. To date, 

ResNet or ResNet variants are one of the most used architecture; therefore, we decided to use ResNet as our 

baseline. 

 

 

 
 

Figure 2. Mixed sample data augmented images of two cars 

 

 

2.4.1. ResNet 

Ideally, a deeper neural network is preferable as it yields better results. Nevertheless, this comes 

with the cost of vanishing gradient and degradation. By increasing the depth of the neural network, the 

gradients became very small during back-propagation and reached zero; this phenomenon is known as 

vanishing gradient. Though this problem can be resolved using the rectified linear units (ReLU) activation 

function, skip connection also played a role. Skip connection back-propagates the gradient of larger 

magnitude by skipping some layers in between. 

ResNet paper explained that further deepening neural network led to a significant error rate 

characterized by degradation. Adding layers saturated the model, and the error rate started increasing. It is 

believed that if a shallow network is working fine, the additional deep layers should work the same though it 

did not happen, and deep networks start performing poorly. So, an identity function is added from a shallow 

layer to a deeper layer, and the model started learning that identity function. In ResNet, this identity function 

ensured that the deep network output should be identical to the shallow network. ResNet paper named this 

identity function as skip connections that skip some layers and pass information directly to other layers by an 

identity function. In the worst case, the performance of a deeper network will not be worse than a shallow 

network, and in the best scenario, it can be better than the shallow network [20]. Multiple ResNet variants are 

described by network size and the number of layers skipped by the skip connections. We used ResNet-50 as 

it is neither tiny to underfit nor very large to overfit. 

 

2.4.2. DenseNet 

DenseNet was proposed in 2018 by Huang et al. [21]. Based on the observation, if there is a shorter 

connection between input and output layers, the model can be deeper, more accurate, and more efficient to 

train. DenseNet is based on dense blocks and transition layers. In dense blocks, each coming layer received 

collective information from all previous layers both directly and indirectly. Similarly, in back-propagation, 

the error signal collectively flowed to all layers. For each layer, the feature maps of all previous layers are 

considered output, and the output of that layer is considered as input for all subsequent layers. For the sake of 

downsampling to reduce network size, a transition layer between two dense blocks is used. This layer is 

composed of a 1×1 convolution filter preceded and followed by batch normalization and an average pooling 

layer. We used DenseNet 121 in this study.  

 

2.4.3. EfficientNetV2  

Most of the deep learning architecture either scaled the depth such as ResNet by increasing the 

number of layers or width by adding more neurons/filters in each layer, for example, wide ResNet [22]. 

Wider networks learn more detailed features and are easier to train because they are usually shallower 

However, shallower and wider networks have an issue in learning high-level features. Some networks used 

high-resolution images such as InceptionV3 which used 299×299 image size [23]. Scaling a specific 

dimension such as depth, width, and resolution increase accuracy up to a limit. EfficientNet in 2019 claimed 

that its depth, width and resolution should be scaled proportionally to make a deeper network more effective. 

So the authors proposed a compound scaling method to scale width, depth and resolution proportionally [24]. 
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EfficientNetV2 in June 2021 is one of the latest proposed models and is known for faster training 

speed [25]. This model is based on training awareness neural architecture search (NAS) and progressive 

scaling. It is observed that small image sizes require less regularization as compared to large image sizes. So 

the authors started with small image size and increased the size progressively. They used EfficientNet as their 

backbone architecture and applied the NAS strategy, though the authors removed unnecessary search options 

to reduce the search space. This paper used a small kernel size of 3×3 and added more layers to compensate 

for the reduced receptive field. Other tweaks are applied to reduce the memory access overhead in 

EfficientNet, such as removing the last stride layer. In our study, EfficientNetV2-S is used. 

 

2.5.  Explainability of MSDA techniques 

To understand the impact of MSDA techniques, we used gradient-weighted class activation 

mapping (Grad-CAM) that explained which area of an image is focused by a network to decide the label 

class. Grad-CAM produced a localization heatmap of the target by utilizing its gradient against the last 

convolution layers and highlighted the essential regions of the image [26]. To generate Grad-CAM PyTorch 

library for CAM methods is used [27].  

 

2.6.  Additional information 

Fifty epochs are trained with a learning rate and batch size of 0.001 and 48, respectively. AdamW 

optimizer is used instead of Adam as it provides better results [15]. Pytorch Lightning framework is used for 

implementation. Accuracy, macro F1 score, precision and recall are used for evaluation. Mixed precision, 

gradient accumulation, and stochastic weight averaging (SWA) techniques are used to speed up the training 

time. Gradient accumulation is a technique to train the model with larger batch sizes by updating weights 

after some batches instead of every batch. SWA helps to generalize the model, whereas Mixed precision 

reduces training time up to 8x [28] by allowing a large batch size.  

 

 

3. RESULTS AND DISCUSSION 

This paper deals with the identification of commonly used vehicles in Pakistan. Table 2 shows the 

performance of different augmentation techniques with three deep learning architectures. Without using any 

augmentation technique, an F1 score of 88%,91%, and 90% is achieved using ResNet-50, DenseNet121 and 

EfficientNetV2-S, respectively. When standard augmentations are applied, the F1 score increased in all three 

models, which shows the impact of data augmentation. With MixUp augmentation techniques in which two 

images are mixed together in an overlay fashion, there is not much difference in the F1 score of different 

deep learning models compared with standard augmentations. When CutMix is applied, there is 1% 

increment in accuracy obtained using EfficientNet and ResNet. FMix augmentation technique achieved the 

highest accuracy and F1 score in all deep learning models. EfficientNetV2 with FMix augmented input 

resulted in accuracy and F1 score of 97% and 95%, respectively. With EfficientNetV2 this is a 2% increment 

in F1 score compared to MixUp and CutMix augmentation techniques. Without augmentation, the macro F1 

score is 90% which increased by 5% with FMix augmentation technique. These MSDA augmentation 

techniques are applied without standard augmentation to study the impact of MSDA augmentations alone. 

Figure 3 shows validation loss using five different augmentation techniques. The lowest validation loss is 

achieved using FMix augmentation technique when EfficientNetV2-S model is used. EfficientNetV2-S also 

showed the second-lowest curve with the CutMix MSDA technique. CutMix and MixUp produced similar 

results in standard augmentation, but FMix outperformed them in all three deep learning architectures.  

Figure 4 shows the heatmap generated by the Grad-CAM technique. MixUp techniques paid 

attention to most parts of the car's front, but its focus is diverged. On the other hand, CutMix focused on the 

right front headlight, but its span of coverage is less. FMix covered both aspects, its heatmap is more focused 

and spread over the front area. It helped the model visualize and focus broader region while making a 

decision and providing better results.  

The existing studies are either based on manual features extraction [3] or multiple ensemble  

models [9] resulted in reduced performance during inference. The proposed solution is robust during 

inference but has some limitations during training. The more the augmentation, the more time a model needs 

to train itself because an image undergoes a series of transformations before feeding to the neural network. 

We observed that MSDA augmentation takes time to do the mathematical calculation of image mixing. 

However, no augmentations are applied during test time, making the model robust during the inference.  

The limitation of standard augmented CNN or features-based classifiers is adversarial image attacks. 

Manipulating certain car parts can make CNN fool, and it would not predict the vehicle. On the other hand, 

MSDA techniques heavily altered the image by placing other pictures on it; thus, there would be minimal 

chances of adversarial attacks. FMix resolved the issues of CutMix which is inspired by MixUp, so 



Int J Artif Intell  ISSN: 2252-8938  

 

Vehicle make and model recognition using mixed sample data augmentation techniques (Talha Anwar) 

143 

theoretically, FMix should have better performance [19]. Practically this is proved as FMix augmentation got 

1%, 2% and 2% accuracy improvement in EfficientNetV2-S, DenseNet121 and ResNet50 as compared to 

CutMix, respectively. 

 

 

Table 2. Model performance using different augmentations techniques 
 ResNet-50 DenseNet121 EfficientNet 

Techniques F1 Prec Rec Acc F1 Pre Rec Acc F1 Prec Rec Acc 
None 88% 90% 87% 92% 91% 94% 91% 94% 90% 92% 88% 94% 

Standard 90% 91% 90% 93% 92% 93% 91% 94% 93% 95% 92% 95% 

MixUp 90% 94% 89% 94% 91% 94% 90% 94% 93% 96% 92% 95% 
CutMix 91% 94% 90% 95% 91% 94% 90% 95% 93% 96% 92% 96% 

FMix 93% 94% 92% 95% 94% 95% 94% 97% 95% 96% 95% 97% 

Prec: precision, Rec: recall, F1: f1 score, Acc: accuracy 

 

 

 
 

Figure 3. Validation loss using different architectures and augmentation techniques. Three different subplots 

with a common axis show three deep learning architectures. Five different patterns show five different 

augmentation methods 

 

 

 
 

Figure 4. Grad-CAM heatmap for MSDA augmentation techniques 
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4. CONCLUSION 

In this paper, different augmentation techniques are studied to achieve the state of art results. Unlike 

other studies that used manual feature extraction such as edge detection or haar features, this study used end-

to-end CNN to extract and classify features automatically. Ensemble models are not used because they are 

not feasible for deployment because of time complexity and inference time limitations. Five augmentation 

scenarios are used, such as no augmentation, standard augmentation, and three mixed sample data 

augmentation techniques. Three deep learning algorithms such as ResNet, DenseNet and EfficientNet are 

used. All five augmentation techniques and three CNN architectures are compared. Mixed sample data 

augmentation techniques helped to achieve state-of-the-art performance using an EfficientNetV2-S model on 

a dataset comprised of 48 models of vehicles running on the roads of Pakistan. Further, the heatmap of 

MSDA techniques are compared to understand the learning of deep learning model. FMix image 

augmentation with EfficientNetV2 resulted in the highest F1 score of 95%, which is 5% better if no 

augmentation is applied and 2% better if standard commonly used augmentation techniques are used. 
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Figure 1. Shows the flowchart of the AI-based models and experimental methods applied 
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(a) 

 

 
(b) 

 
Figure 2. The relationship of soil settlement and time, (a) SG1 and (b) SG2 

 

 

Table 1. The performance of ... 
Variable Speed (rpm) Power (kW) 

x 10 8.6 

y 15 12.4 

z 20 15.3 
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